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Runaway Electrons and Alfvén Eigenmodes in Tokamaks

H̊akan Smith
Department of Radio and Space Science
Chalmers University of Technology

Abstract

Runaway electrons can be generated during fusion experiments as a
consequence of the rapid thermal quench of the plasma in a tokamak
disruption. If the time scale of this cooling is short compared to the
collision time in the tail of the electron velocity distribution, incomplete
thermalisation of this tail leads to a burst of runaway production. This
phenomenon is investigated in the present thesis and simple criteria for
whether it produces more runaways than the ordinary Dreicer runaway
generation mechanism are derived.

In tokamak disruptions a large part of the pre-disruption Ohmic
current can be converted into a runaway current. A simple model for the
current dynamics is presented and analysed analytically and numerically.
The radial profile of the runaway current is found to become significantly
more peaked on the magnetic axis than the pre-disruption profile in
tokamaks with a large current.

Furthermore, the effects of synchrotron radiation in the high en-
ergy runaway tail of the steady-state electron distribution function are
studied and the governing kinetic equation is found to be of a two-way
diffusion form. A general analytic scheme for solving two-way diffusion
equations is developed.

The theory of localisation of compressional Alfvén eigenmodes to the
edge of a tokamak plasma is extended to the case of spherical tokamaks,
which have elliptic cross section and aspect ratio of order unity. Another
theory is developed in order to explain experimentally observed second
harmonic density perturbations of Alfvén cascade eigenmodes. The sec-
ond harmonic perturbation is generated as a nonlinear sideband of the
Alfvén cascade through quadratic terms in the magnetohydrodynamic
equations.

Keywords: fusion plasma physics, runaway electron, tokamak dis-
ruption, two-way diffusion equation, compressional Alfvén eigenmode,
Alfvén cascade
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H. Smith, P. Helander, and T. Fülöp, “Runaway electron genera-
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Chapter 1

Introduction

As the world population grows, the increasing demand for energy poses
a major challenge to the scientific community. Fusion is the way the sun
and other stars produce energy, and if we could use the same process on
Earth, we would have a clean, safe, and virtually inexhaustible way to
meet the increasing energy demand.

Fusion of the two hydrogen isotopes deuterium (D) and tritium (T)
leads to the formation of an alpha particle and a neutron in the reaction

D+ + T+ −→ 4He2+ (3.5 MeV) + n (14.1 MeV),

where a large amount of energy is released due to the mass difference
between the products and the reactants. To make the D and T particles
fuse, they have to come close enough for the nuclear forces to overcome
the electric Coulomb repulsion. One way to achieve this is to have a
D–T plasma with very high temperature (around 100 MK), so that the
thermal energy makes it possible for the particles to pass the potential
barrier. This process is called thermonuclear fusion.

The sun is held together by its gravity, but a fusion plasma on Earth
has to be confined by other means, and one way to solve this problem
is magnetic confinement. When a static magnetic field is present in a
plasma the charged particles will gyrate around the magnetic field lines.
This confines them in the direction perpendicular to the field, and to
confine them also in the parallel direction the magnetic field lines can
be bent into a torus.

The most promising torus shaped confinement configuration in fu-
sion research today is the tokamak [1], which is symmetric around the
major axis of the torus. The word tokamak is a Russian acronym for
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Chapter 1. Introduction

toroidalьna� kamera s magnitnymi katuxkami.1 To average out
deconfining particle drifts induced by the bending of the magnetic field
lines the tokamak plasma has to carry a toroidal current which produces
a poloidal magnetic field component.

To achieve a large output power from the fusion reactions the plasma
density and the temperature have to be high and the confinement time
has to be long. In addition, an ignited plasma must be self-sustaining,
which means that the deuterium and tritium ions have to be heated
effectively by the internal plasma processes only, i.e. by the fusion gen-
erated 3.5 MeV alpha particles. If the alpha particle heating power is
not enough to maintain the high temperature, the plasma will not be
ignited, and the process has to be driven by external heating. The neu-
trons produced in the fusion reactions are not confined by the magnetic
field, so they leave the plasma and their energy is converted into heat.
This heat is the energy that could be converted to electricity in a fusion
power plant.

The largest currently existing fusion experiment is the Joint Euro-
pean Torus (JET) tokamak situated in Culham, UK. It holds the world
record from 1997 of 16.1 MW produced D–T fusion power during one
second [2]. The next step towards demonstrating the feasibility of fusion
as an energy source is the planned International Thermonuclear Experi-
mental Reactor (ITER), which will be built in Cadarache, France. ITER
is designed to produce more energy than it consumes and will demon-
strate alpha particle heating.

Different kinds of instabilities pose a major difficulty in tokamak
confinement. Large scale magnetohydrodynamic instabilities can de-
teriorate the plasma confinement in different ways, sometimes leading
to plasma disruptions. Disruptions may result in generation of very
fast “runaway electrons”, which is one of the main topics of this thesis.
The other topic is Alfvén eigenmodes, which may be driven unstable
by wave–particle interaction. These instabilities do not usually lead to
violent events like disruptions, but they can cause a redistribution of
particles or energy, and thereby affect the confinement time.

The friction force on an electron is mainly caused by collisions with
other electrons, and it increases with velocity for electrons of moderate
energy. For energetic electrons however, the friction force decreases with
increasing velocity. If an electric field is present in the plasma, electrons

1toroidal’naya kamera s magnitnymi katushkami—toroidal chamber with magnetic

coils.
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above a certain velocity experience an electric force that is stronger than
the friction force, and they will be accelerated to very high velocities.
These electrons are called runaway electrons, since they leave the ther-
mal population of electrons.

When a plasma instability leads to a disruption in a tokamak, the
plasma interacts with the wall and the temperature falls rapidly. The re-
sistivity rises dramatically, but the plasma maintains its current through
the induction of a large electric field. If this electric field is above a cer-
tain critical electric field, runaway electrons will be produced, which
replace a large part of the initial current. Loss of runaway electrons
to the wall of the tokamak may cause severe localised surface damage.
Runaway electron generation and its effect on the current distribution
in disruptions are important topics that are discussed in this thesis.

External heating of the plasma and fusion reactions can produce a
population of fast ions (not as fast as the runaway electrons, though).
The resulting deviation of the ion distribution function from thermo-
dynamic equilibrium constitutes a source of energy for different plasma
waves. Alfvén waves2 may be excited by resonant interaction with en-
ergetic ions, and much research has been devoted to describing these
instabilities.

Radiation from compressional Alfvén eigenmodes (CAEs) excited
by superthermal ions has been observed in different tokamaks, and it
has previously been shown that these eigenmodes are localised to the
outboard side of the torus. This thesis extends the theory of localisation
of CAEs to the case of a spherical tokamak, where the plasma cross
section has a large ellipticity and the plasma radius is of the same order
as the major radius of the torus.

Alfvén Cascades (ACs) are another type of eigenmodes, which are
not only excited by the fast ion population, but also rely on the non-
perturbative effect of these ions for the existence of a stable mode struc-
ture. ACs are useful for diagnosing the current distribution in a tokamak
and have been found to closely correlate with the triggering of internal
transport barriers. In this thesis a theory for non-linear generation of a
second harmonic of the AC is developed.

The thesis is organised as follows: Chapter 2 introduces the Fokker-
Planck kinetic equation and the runaway electron phenomenon. Chap-
ter 3 describes how runaway electron generation is affected if the cooling

2Alfvén waves are named after Hannes Alfvén, who received the Nobel Prize in

physics 1970 and was the nephew of the famous Swedish composer Hugo Alfvén.
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Chapter 1. Introduction

time of the plasma is comparable to the collision time in the tail of the
electron distribution. The evolution of the radial profiles of the electric
field and the runaway electron density during a tokamak disruption is
studied in Chapter 4. In Chapter 5 a general theory for two-way diffu-
sion equations is developed. It is used to study the kinetics of electron
scattering and the steady-state distribution of high energy runaway elec-
trons. Chapter 6 describes the basic theory of Alfvén eigenmodes. The
radial and poloidal localisation of compressional Alfvén eigenmodes in
a spherical tokamak is discussed in Chapter 7. Chapter 8 deals with
nonlinearly generated second harmonics of Alfvén cascade eigenmodes.
Finally, the main conclusions of the thesis are presented in Chapter 9.
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Chapter 2

Runaway electrons

�✁✁✁✂ ✄ ✄ ✄ ✄✄ ✄ ✄ ✄☎ ☎ ✄ ✄ ✄ ✄✄ ✄ ✄ ✄✄ ✄ ✄ ✄☎
—Runaway, D. Shannon, M. Crook

The kinetic equation, which describes particle dynamics in a plasma,
is the starting point of this chapter. Then the effects of Coulomb colli-
sions and how these are modelled by the Fokker-Planck collision opera-
tor are studied. From this theory, the friction force on fast electrons is
shown to decrease as the velocity increases. The non-monotonic velocity
dependence of the friction force gives rise to the runaway electron phe-
nomenon. Runaway electrons can be produced in tokamak disruptions,
due to the very high induced electric field. In a magnetised plasma,
synchrotron radiation counteracts the acceleration of runaway electrons
at ultra-relativistic energies. The appropriate kinetic equation and a
simplified picture of the momentum space dynamics are presented at
the end of the chapter.

2.1 The kinetic equation

The kinetic theory describes the dynamics of a particle distribution and
forms the basis for all understanding of plasma physics. The distribution
function of particle species a in space and velocity-space, fa(x,v, t), has
to obey an equation essentially expressing particle conservation

∂fa

∂t
+

∂

∂x
· (vfa) +

∂

∂v
· (afa) = 0. (2.1)

5



Chapter 2. Runaway electrons

When the acceleration a is due to electric and magnetic forces, Eq. (2.1)
takes the form of the Vlasov kinetic equation

∂fa

∂t
+ v · ∇fa +

qa
ma

(E + v × B) · ∂fa

∂v
= 0, (2.2)

where qa and ma are the particle charge and mass, respectively. Close
to an individual particle, on short distances compared to the Debye
length, the electric and magnetic fields are not simply the macroscopic
background fields; a significant contribution to the fields also comes from
the particle itself. However, to make a macroscopic description of the
plasma, E and B has to be regarded as the large-scale average fields.
The small scale electromagnetic effects, due to short range interaction
between particles, are therefore treated separately in the so-called colli-
sion operator Ca(f), which is moved to the right-hand side of the kinetic
equation,

∂fa

∂t
+ v · ∇fa +

qa
ma

(E + v × B) · ∂fa

∂v
= Ca(fa). (2.3)

2.2 Coulomb collisions

Let us consider an elastic Coulomb collision between an electron and an
ion, in order to obtain the fundamental scalings of the collision frequency
νei. The derivation here follows the presentation in Ref. [3]. The ion is
heavy compared to the electron, and will not move significantly during
the collision. Consequently, the electron velocity vector will essentially
only change direction and not magnitude. The situation is shown in
Fig. (2.1). The electron is assumed to pass the stationary ion at a
distance b, called the impact parameter, which for most collisions is so
large that the electron is deflected by only a small angle α from its
original direction. Thus, it can be considered to travel approximately
in a straight line with speed v, and the distance to the ion is r(t) ≃
(b2 + v2t2)1/2 at time t.

The Coulomb force qie/4πǫ0r
2(t) gives the electron an impulse per-

pendicular to its original velocity

me∆v⊥ =

∫ ∞

−∞

qie

4πǫ0r2(t)

b

r(t)
dt =

qie

2πǫ0bv
(2.4)

Since v is typically of the order of the electron thermal velocity v = vT e,

6



2.2. Coulomb collisions

electron
ion

b
α

Figure 2.1: Coulomb collision between an electron and an ion.

the deflection angle becomes

α =
∆v⊥
v

=
qie

2πǫ0mev2
T eb

≡ b0
b
. (2.5)

The approximation of the electron orbit as a straight line is justified if
b≫ b0, since this gives a small angle of deflection. The typical electron-
ion impact parameter is of the order of the Debye length

λD =

√

ǫ0T

ne2
, (2.6)

because electrons with b ≫ λD are shielded from the ion by the sur-
rounding plasma. Thus, if Λ ≡ λD/b0 ≫ 1, most collisions will result
in only small-angle deflections. In a tokamak plasma, the Coulomb log-
arithm is around ln Λ ≃ 17, so most collisions will indeed give rise to
small deflections.

The collision frequency νei is defined so that 1/νei is the time after
which many small-angle deflections have accumulated to cause a signif-
icant (say, 90-degree) scattering of the pitch-angle. The direction of the
velocity vector v undergoes a random walk with the small step size angle
α and some step frequency ν. The general estimate for a diffusion coef-
ficient is the step frequency times the step size squared. Here, collisions
with different α occur with different frequencies ν, so we integrate to get
the total diffusion coefficient νei

νei ∼
∫

α2dν. (2.7)

The number of ions that an electron passes per unit time at a distance
between b and b + db is dν = nivT e2πbdb, which in view of Eq. (2.5)

7



Chapter 2. Runaway electrons

yields

νei ∼
∫ λD

b0

(

b0
b

)2

nivT e2πb db =

(

qie

ǫ0me

)2 ni ln Λ

2πv3
T e

. (2.8)

The integral has been cut off at b = b0 to preserve the small angle
deflection property, and at b = λD because of the shielding effect. This
truncation gives an inherent uncertainty in all collision frequencies.

2.3 The Fokker-Planck collision operator

The collision operator for a particle species a is generally a sum of con-
tributions Cab from collisions with particles of all the species b present
in the plasma, including b = a,

Ca(fa) =
∑

b

Cab(fa, fb). (2.9)

A more elaborate analysis than the one in the previous section, includ-
ing also a non-zero velocity of species b, makes it possible to write the
Fokker-Planck collision operator in tensor notation as

Cab(fa, fb) = ln Λ

(

qaqb
maǫ0

)2 ∂

∂vk

(

ma

mb

∂ϕb

∂vk
fa −

∂2ψb

∂vk∂vl

∂fa

∂vl

)

, (2.10)

where the so-called Rosenbluth potentials [4], are defined as

ϕb(v) = − 1

4π

∫

fb(v
′)

|v − v′|d
3v′, (2.11)

ψb(v) = − 1

8π

∫

|v − v′|fb(v
′)d3v′. (2.12)

In the case fb is a Maxwellian distribution

fb(v) = fMb(v) ≡
nb

π3/2v3
Tb

e−(v/vTb)2 , (2.13)

it can be shown that the collision operator (2.10) becomes

Cab(fa, fMb) = νab
d L(fa) +

1

v2

∂

∂v
v3

[

ma

ma +mb
νab

s fa +
1

2
νab
‖ v

∂fa

∂v

]

,

(2.14)
where L is the Lorentz scattering operator

L(f) ≡ 1

2

[

1

sin θ

∂

∂θ

(

sin θ
∂f

∂θ

)

+
1

sin2 θ

∂2f

∂ϕ2

]

(2.15)

8



2.3. The Fokker-Planck collision operator

expressed in the spherical coordinates of velocity space v, θ, and ϕ.
Often the distribution function is uniform in the azimuthal angle ϕ, so
the last term can be ignored.

In Eq. (2.14), three different collision frequencies have been intro-
duced. The slowing-down frequency νab

s determines the average rate of
deceleration due to collisions with particles of species b. The deflection
frequency νab

d describes how quickly the direction of the velocity vector
changes, and νab

‖ is the parallel velocity diffusion coefficient. Denoting

xs = v/vTs, these frequencies are

νab
d (v) ≡ 〈(∆v⊥/v)2〉ab

2∆t = ν̂ab
erf(xb) −G(xb)

x3
a

, (2.16)

νab
s (v) ≡ −〈∆v‖/v〉ab

∆t = ν̂ab
2Ta

Tb

(

1 +
mb

ma

)

G(xb)

xa
, (2.17)

νab
‖ (v) ≡ 〈(∆v‖/v)2〉ab

∆t = ν̂ab
2G(xb)

x3
a

, (2.18)

where the basic collision frequency ν̂ab is given by

ν̂ab =
nbq

2
aq

2
b ln Λ

4πǫ20m
2
av

3
Ta

. (2.19)

The brackets 〈·〉 denote statistical averaging, and the parallel (‖) and
perpendicular (⊥) subscripts refer to the initial direction of the velocity
of the colliding particle. G(x) is the Chandrasekhar function (shown in
Fig. 2.2):

G(x) ≡ erf(x) − x erf ′(x)
2x2

→
{

2x
3
√

π
, x→ 0

1
2x2 , x→ ∞,

(2.20)

with the error function defined as

erf(x) ≡ 2√
π

∫ x

0
e−y2

dy. (2.21)

For electrons colliding with ions, regarding the ions as stationary is
equivalent to taking the limit v/vT i → ∞. This makes νei

s and νei
‖ vanish,

and there remains only the deflection frequency νei
d , which was roughly

estimated in the previous section, cf. Eq. (2.8). Here it can be derived
from Eq. (2.16) as

νei
d (vT e) ≃ ν̂ei =

nie
2q2i ln Λ

4πǫ20m
2
ev

3
T e

. (2.22)

9



Chapter 2. Runaway electrons

For electrons colliding with electrons, the collision operator (2.10)
becomes non-linear. Nevertheless, if the electron velocity distribution is
nearly Maxwellian fe = fMe + f1e, the Fokker-Planck operator can be
linearised to Cee(fe, fe) ≃ Cee(f1e, fMe) + Cee(fMe, f1e), where the second
term is negligible, so Eq. (2.14) can be used. Note that for fast electrons
νei
d and νee

d are of the same order, whereas νei
s ≪ νee

s and νei
‖ ≪ νee

‖ since
vT i ≪ vT e. The slowing-down of fast electrons is therefore dominated
by collisions with thermal electrons.

If the particles of species a are very fast, relativistic effects have to
be included, and particles of the thermal species b can be considered as
initially stationary during collisions. Under these circumstances it can
be shown that [3]

Cab(fa, fb) =
1

τ̂ab

[

ma

mbp2

∂

∂p

(

γ2fa

)

+
γ

p3
L(fa)

]

, (2.23)

where p ≡ γv/c is the normalised momentum, γ2 = 1 + p2 and

1

τ̂ab
=
nbq

2
aq

2
b ln Λ

4πǫ20m
2
ac

3
. (2.24)

2.4 The runaway electron phenomenon

As we have seen, the friction force on an electron with velocity v comes
mainly from collisions with other electrons. Eq. (2.17) gives the friction
force

me

〈

∆v‖
〉ee

∆t
= −mevν

ee
s ∝ G(xe). (2.25)

The Chandrasekhar function in Fig. 2.2 shows that the friction force
exerted on electrons that are faster than the thermal speed, decreases
with increasing velocity. The physical reason for this is that a fast elec-
tron spends less time in the vicinity of each particle it collides with than
a slow electron does. If the electron is very fast, relativistic calculations
show that the friction force does not really fall all the way to zero at
large energies. It has a minimum at energies around the rest energy,
due to the fact that the Coulomb logarithm increases with increasing
velocity. The friction force as a function of energy is qualitatively shown
in Fig. 2.3.

If there is an electric field in the plasma, electrons above a certain
critical velocity vc experience a friction force smaller than the force from

10



2.4. The runaway electron phenomenon
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Figure 2.2: The Chandrasekhar function G(x).
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Figure 2.3: Schematic plot of the friction force as a function of the kinetic
energy of an electron. If an electric field E is present in the
plasma, electrons faster than vc will become runaways.
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Chapter 2. Runaway electrons

the electric field. They will be accelerated to very high energies and are
called runaway electrons. The threshold energy is found from the force
balance eE = mevν

ee
s to be

mev
2
c

2
≡ nee

3 lnΛ

4πǫ20E
. (2.26)

If the electric field strength becomes as high as the so-called Dreicer
field [5, 6]

ED =
nee

3 ln Λ

4πǫ20Te
, (2.27)

the whole thermal population will run away because vc is of the same
order as vT . The smallest electric field needed for runaway generation
is found when the critical energy is equal to the rest energy. It is called
the critical field Ec [7]:

Ec =
nee

3 ln Λ

4πǫ20mec2
. (2.28)

The electric field needed to drive the current in an ohmic tokamak
plasma is usually below Ec. But when a disruption occurs, the induced
electric field is often higher than Ec, implying that runaway electrons
are indeed generated.

2.5 Runaway electron generation

Runaway electrons can be produced in two essentially different ways,
called primary and secondary generation. The classic calculation of
primary runaway generation [7–10] assumes that the plasma is in a
quasi-steady state. Electrons cross the threshold velocity vc through
diffusion in velocity-space, and are accelerated by the electric field to
become runaways. Provided that the runaways are few compared with
the whole thermal population, the flux of electrons across the boundary
vc increases the number of runaway electrons at the Dreicer generation
rate

dnI
run

dt
= kneν̂ee

(

ED

E‖

)3(1+Zeff)/16

exp

(

− ED

4E‖
−
√

(1 + Zeff)ED

E‖

)

,

(2.29)
where Zeff is the effective ion charge and k is a factor of order unity. The
corrections to this expression resulting from a relativistic derivation [7,

12



2.6. Tokamak disruptions

11] are not included here, since they are small when primary generation
is most efficient, i.e. when E‖ ≫ Ec. In Eq. (2.29) and the remaining
part of the thesis, the parallel (‖) and perpendicular (⊥) subscripts refer
to the direction of the static magnetic field in a tokamak.

In a rapidly cooling plasma the quasi steady-state assumption used
in the calculation of the Dreicer generation rate in Eq. (2.29) does not
hold. The cooling results in a burst of primary runaways, produced at a
rate that can be significantly higher than the Dreicer rate. This “burst”
mechanism is studied in detail in Chapter 3 and Papers A and B.

Secondary runaway generation is caused by close Coulomb collisions
between existing runaways and thermal electrons. This type of colli-
sions, with impact parameter b < b0, are not included in the previous
analysis of this chapter. A runaway electron usually has such a large
energy that it can in one close collision knock a thermal electron over the
runaway threshold, while still remaining above the threshold itself. This
secondary runaway process, described in Ref. [12], leads to a runaway
avalanche with the exponential growth rate

1

nrun

dnII
run

dt
=
E‖/Ec − 1

τ̂ee ln Λ

√

πϕ

3(Zeff + 5)
×

(

1 − Ec

E‖
+

4π(Zeff + 1)2

3ϕ(Zeff + 5)(E2
‖/E

2
c + 4/ϕ2 − 1)

)−1/2

,(2.30)

where ϕ = 1 − 1.46ǫ1/2 + 1.72ǫ, and ǫ = r/R is the inverse aspect
ratio. The relative importance of primary and secondary generation in
tokamak disruptions is studied in Chapter 4.

2.6 Tokamak disruptions

Disruptions are characterised by a sudden temperature drop in the toka-
mak, caused by heat conduction to the wall and a large influx of impurity
(or fuel) particles. The plasma interacts with these particles through ex-
citation and ionisation processes and quickly loses a significant fraction
of the stored thermal energy. One way for impurities to enter the plasma
is intentionally through gas puffing or pellet injection. Another way is
if the plasma reaches a stability limit, and begins to interact strongly
with the vessel wall, thereby causing a large influx of wall particles.

During this thermal quench phase of the disruption, the temperature
falls on a rapid time scale, typically <∼ 1 ms. This leads to a drastically
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Chapter 2. Runaway electrons

increasing resistivity η in the plasma, since η ∝ T−3/2. On these short
time scales the inductive property of the plasma prevents the current
from changing. Hence, when the resistivity rises, Ohm’s law E‖ = η‖j‖
implies that an increasing parallel electric field will be induced.

Runaway electrons are produced if E‖ becomes higher than the crit-
ical field Ec. Once primary runaways are produced by the Dreicer or
the burst mechanisms, the secondary avalanche takes over and is usually
the dominant generation mechanism. The secondary generation acts on
the longest time scale of the runaway processes. This time scale is com-
parable to the current quench time, the time scale on which the plasma
induction (or equivalently resistive diffusion of electric field) allows the
current to fall and the radial current density profile to change. The
interplay between these processes is studied in Chapter 4 and Paper C.

Disruptions can be harmful for a tokamak in several ways [13]. The
heat loads on the vessel and the divertor due to radiation and heat con-
duction can be tremendous, and if the induced toroidal electric field pro-
duces runaway electrons, these may severely damage the first wall upon
impact. Vertical displacement events (VDEs) during the plasma current
quench is another serious problem. In a VDE, the plasma starts drift-
ing vertically and may transfer a large part of the current to a so-called
halo current in the vessel wall. This generates enormous electromagnetic
forces on the vacuum vessel and the in-vessel components.

To avoid these serious problems it is desirable to find a controlled
way to shut down the plasma before a spontaneous disruption happens.
Several methods have been proposed and tested, such as pellet injection
[14–16], gas injection [17–20] or even liquid jets [21]. The common aim
for these techniques is to avoid halo currents by cooling the plasma
enough to make the current decay on a time scale faster than the VDEs.
At the same time, runaways should be avoided by a sufficient increase in
the electron density. The generation of runaways can also be suppressed
by increasing the level of magnetic fluctuations in the plasma [22–24].

2.7 Synchrotron radiation

Unlike the collisional friction force, the reaction force from synchrotron
radiation in a magnetised plasma increases when the electron veloc-
ity increases. The effect is negligible, however, for all electrons except
those travelling at ultra-relativistic velocities. Synchrotron radiation ul-
timately sets an upper limit to the attainable energy of the runaway
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2.7. Synchrotron radiation

electrons in a tokamak.
Accelerated relativistic charged particles emit radiation in a cone

centred around their velocity vector, so the reaction force is anti-parallel
to the velocity vector. The synchrotron radiation from charged particles
in a tokamak comes both from gyromotion in the static magnetic field
and from motion around the torus. For a relativistic electron in the
limit of small gyroradius compared to the radius of the torus ρ≪ R, the
average rate of change of momentum because of synchrotron radiation
is [25]

〈

dp

dt

〉

rad
= − γ

τrp

(

p2
⊥ +

ρ2
0

R2
p4
‖

)

, (2.31)

〈

dξ

dt

〉

rad
= − 1

γ2p

〈

dp

dt

〉

rad
, (2.32)

where ξ = p‖/p, τr = 6πǫ0(mec)
3/e4B2 is the radiation time scale, B is

the static magnetic field and ρ0 = mec/eB.
The reaction force due to synchrotron radiation should be added

to the Lorentz force on the left hand side of the Fokker-Planck kinetic
equation

∂fe

∂t
+

∂

∂p
·
[(〈

dp

dt

〉

rad
+

〈

dp

dt

〉

Lorentz

)

fe

]

= C(fe), (2.33)

where a homogeneous space distribution is assumed. C is the sum of the
collision operator (2.23) for collisions with ions and electrons

C(fe) = Cee(fe) + Cei(fe) =
1

τ̂ee

[

1

p2

∂

∂p

(

γ2fe

)

+ (1 + Z)
γ

p3
L(fe)

]

,

(2.34)
where Z is the ion charge. As in the non-relativistic case, collisions with
ions cause only pitch-angle scattering. Using the cosine of the pitch-
angle ξ ≡ p‖/p = cos θ, the Lorentz operator Eq. (2.15) can be written
as

L =
1

2

∂

∂ξ
(1 − ξ2)

∂

∂ξ
. (2.35)

When an electric field E‖ > Ec is present in the plasma, a strongly
relativistic runaway electron beam with p≫ 1 and 1− ξ ≪ 1 can easily
form. In this high energy tail of the distribution p⊥ ≪ p‖, and it is
suitable to change coordinates from (p, ξ) to (p‖, p⊥). Let E = E‖/Ec
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Chapter 2. Runaway electrons

and note that γ ≃ p ≃ p‖. The kinetic equation then takes the form

∂f

∂t
+
E − 1

τ̂ee

∂f

∂p‖
− 1

τr

∂

∂p‖

[(

p2
⊥ +

ρ2
0

R2
p4
‖

)

f

]

=
1 + Z

2τ̂eep⊥

∂

∂p⊥

(

p⊥
∂f

∂p⊥

)

,

(2.36)
where the index e on the distribution function has been dropped. The
slowing-down term has been incorporated in the second term on the
left hand side of the equation leaving only pitch-angle scattering on the
right. Equation (2.36) is studied further in Sec. 5.3 and in Paper D.

2.8 Momentum space dynamics

If pitch-angle scattering is neglected the electrons will follow well-defined
orbits in momentum space. An example of the resulting map of mo-
mentum space is shown in Fig. 2.4, where τ̂ee/τr = 0.1 (which is valid
for B = 3 T, ne = 3 · 1019 m−3) and E = 1.2. There is a distinct
separatrix (the dashed line) between the runaway region and the ther-
mal region, given by the orbit through the point p⊥ = 0, p‖ = pc,
where pc is the critical momentum. Thermal electrons that undergo
collisions with strongly relativistic runaways travelling in the parallel
direction perform a jump in momentum space to a place on the dotted
line ξ = p/(

√

1 + p2 + 1) [12]. Those electrons that land inside the run-
away region will contribute to the secondary runaway rate. At the same
time pitch-angle scattering will cause electrons to cross the separatrix
from the runaway region to the thermal region. If E is lowered, the sep-
aratrix will move towards higher p‖, and ultimately the runaway region
disappears completely when E = 1. This means that it is possible to
consider a steady-state situation (∂f/∂t = 0) in a tokamak plasma with
E = Et > 1. The threshold electric field Et is given by the value which
produces a balance between the secondary runaway rate and pitch-angle
scattering across the separatrix.

In the high energy tail of the runaway distribution, the electric
field must, in a steady-state situation, be balanced by radiation reac-
tion and pitch-angle scattering, according to Eq. (2.36). This situation
has been investigated in Paper D, where the problem of determining
the functional form of the distribution function in the tail has been ad-
dressed. The fact that the electrons in the high energy part of the run-
away region decelerate or accelerate depending on p⊥ makes this prob-
lem mathematically interesting. The dash-dotted line in Fig.2.4 shows
p⊥ = p⊥two-way =

√

(E − 1)τr/τ̂ee. Particles with p⊥ > p⊥two-way move
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2.8. Momentum space dynamics

towards lower p‖ (decelerate) and particles with p⊥ < p⊥two-way move
towards higher p‖ (accelerate). When pitch-angle scattering is added it
is seen that this problem is of a two-way diffusion type. This class of
problems has been investigated mathematically in both Papers D and
E, and the theory will be presented in the Chapter 5.
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Figure 2.4: Particle traces in momentum space for E‖/Ec = 1.2 and τ̂ee/τr =
0.1. The runaway region is to the right of the dashed line, which
shows the orbit ending in the stagnation point at p⊥ = 0, p‖ = pc.
The dotted line shows where the avalanche runaway electrons are
born and the dash-dotted line separates the regions where ṗ‖ < 0
and ṗ‖ > 0 in the runaway tail.
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Chapter 3

Runaway generation in a
cooling plasma

In tokamak disruptions a large number of runaway electrons can be pro-
duced. This chapter addresses the question of how large the primary

runaway population may become. The generation of primary runaways
in tokamak disruptions is considered in the first Section. In Section 3.2
the theory developed in Paper A concerning the kinetics of a cooling
plasma is described, and the resulting higher level of runaway produc-
tion as compared to ordinary Dreicer generation is studied Section 3.3
(Paper B).

3.1 The runaway burst mechanism

In the thermal quench of a disruption, it is mostly the thermal electrons
that lose energy because of interaction with the entering impurities.
The superthermal electrons are slowed down primarily by collisions with
the thermal electrons. The fact that the collision frequency decreases
with increasing energy, has the effect that fast electrons lose energy less
quickly than slower ones and a high-energy tail therefore develops as the
plasma cools down. A part of this tail, consisting of electrons that have
not had time to thermalise, can be converted into a “burst” of runaways.

If the plasma cools down on a time scale t0 shorter than the collision
time for electrons near the runaway threshold, it is not appropriate to
assume that the electron distribution function is stationary below the
critical velocity vc, as the ordinary calculation of the Dreicer generation
Eq. (2.29) does. The evolution of the tail of the velocity distribution
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Chapter 3. Runaway generation in a cooling plasma

has to be calculated more accurately from the kinetic equation. Such
a calculation is performed in Paper A, under the assumption that the
influence of the electric field on the distribution function is negligible
compared with the effect of the cooling. This greatly simplifies the
calculations, since the electron velocity distribution function remains
isotropic. In Paper B the resulting runaway production is estimated by
counting the number of electrons of this isotropic distribution inside the
(non-isotropic) runaway region of velocity space set up by the electric
field.

3.2 Electron kinetics in a cooling plasma: Pa-
per A

The pitch-angle averaged kinetic equation for fast electrons in a homo-
geneous plasma can be obtained from Eqs. (2.3) and (2.14). When the
effects of frictional slowing down and energy diffusion are included, it
becomes

∂f

∂t
=

1

2v2

∂

∂v
v3

(

νee
s f + νee

‖
∂f

∂v

)

+
1

v2

∂

∂v

(

νezv3f
)

, (3.1)

where the νez term describes energy loss due to inelastic collisions in-
volving ionisation and excitation of impurities. This term is only im-
portant for the thermal part of the distribution and does not affect
the high-energy tail, since it decays at high energies as νez(v) ∼ v−3.
The collision frequencies νee

s and νee
‖ where defined in terms of ν̂ee in

Eqs. (2.17)–(2.19).
It is convenient to normalise time to ν̂−1

ee by writing ds = ν̂eedt,
the velocity to vT (t) = [2T (t)/me]

1/2 by writing x = v/vT , and the
distribution function by writing F = fv3

Tπ
3/2/n. The electron density n

is assumed to be constant in time, but vT varies because of the cooling.
Consequently, the time derivative in Eq. (3.1) together with the velocity
and distribution function normalisations introduce two new terms in the
kinetic equation, which becomes

∂F

∂s
+ δ

(

3F + x
∂F

∂x

)

=
1

x2

∂

∂x

(

F +
1

2x

∂F

∂x

)

, (3.2)

where

δ = − 1

2ν̂ee

d ln T

dt
, (3.3)
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and T is the electron temperature. The initial condition is for simplicity
taken to be a Maxwellian distribution F (x, 0) = e−x2

.
Equation (3.2) becomes analytically tractable if one assumes that the

parameter δ is independent of time. This requires that the temperature
changes in time according to

T (t) = T0(1 − t/t0)
2/3, (3.4)

where the cooling time t0 can be written in terms of δ and the initial
collision frequency as t0 = 1/(3ν̂ee(0)δ). This temperature evolution is
a good model at least for the early stages of the thermal quench in a
tokamak disruption.

If the plasma is assumed to cool down slowly relative to the thermal
collision time, δ is small and an expansion procedure can be performed.
The analysis involves matching expansions in five regions of velocity
space. As t → t0, s → ∞ and the temperature (3.4) goes to zero, the
distribution function asymptotically approaches the solution

lim
t→t0

f(y, t) = n
( m

2πT

)3/2
×

×



















exp
[

− 1
δ2/3

(

y2 − 2y5

5

)]

, y < 1

1
2 exp

[

3
δ2/3

(

(y − 1)2 − 1
5

)

]

erfc
(√

3(y−1)

δ1/3

)

, y − 1 ∼ δ1/3

δ1/3

2

(

3
π

)1/2
exp

(

− 3
5δ2/3

)

1
y3−1

, y > 1

(3.5)

where y = xδ1/3. The tail of the distribution function grows in time
and approaches the asymptotic solution approximately at the time s ∼
δ−1 ln y.

The asymptotic solution agrees well with direct numerical solutions
of Eq. (3.2). An example is shown in Fig. 3.1. The numerical solu-
tion was found by a finite difference discretisation of Eq. (3.2) and was
checked by comparing with a similar simulation using the Arena Monte
Carlo code [26].

The distribution function given by Eq. (3.5) is self-similar in the sense
that although its height increases and its width shrinks as the plasma
cools down, its shape does not change with time when the distribution
function is expressed in the re-scaled velocity variables.
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Figure 3.1: Comparison of a direct numerical solution of Eq. (3.2) and the
asymptotic end-state given by (3.5) for δ = 0.05. The numerical
solutions are given at the times when the temperature has fallen
to T = T0, 10−1T0, 10−2T0, and 10−3T0.

3.3 Runaways in a cooling plasma: Paper B

The number of runaways generated by the burst mechanism is deter-
mined by the tail electrons, whose number is likely to be enhanced for
plasmas typical of present and future experiments. This may be espe-
cially important for disruptions in ITER, where the projected electron
temperature is around 20 keV and the collision time is therefore not
very much shorter than the characteristic time of the thermal quench
of a disruption. Clearly, the electron temperature does not necessarily
follow Eq. (3.4) during a tokamak disruption where the impurity con-
tent changes rapidly with time, but the qualitative behaviour of the tail
formation should be similar.

The theory from Paper A is used in Paper B to obtain an approx-
imation for the number of runaways in a disruption by integrating the
distribution function over the runaway region in velocity space (the re-
gion to the right of the dashed line in Fig. 2.4). The runaway region
is determined by the instantaneous temperature and the induced par-
allel electric field. Since the electric field was excluded in the previous
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3.3. Runaways in a cooling plasma: Paper B

section, it is necessary to neglect the effect that the electric field breaks
the isotropy in velocity space and pulls out a tail in the distribution
function in the parallel direction. Nevertheless, this has a surprisingly
small effect on the number of tail particles in a cooling plasma, as has
been shown by full numerical simulations in Paper B.
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Figure 3.2: The number of runaways from numerical solution of Eq. (3.2)
(solid) and from analytical integration of Eq. (3.5) (dash-dotted)
are plotted against the reached fraction T/T0 of the original tem-
perature. The Dreicer production (dashed) and the number of
electrons in the runaway region of a Maxwellian (dotted) are also
shown. The parameters used are ED0/E0 = 530 and δ = 0.05.

The number of electrons in the runaway region has been calculated
both by integrating Eq. (3.5) analytically over the runaway region, and
using the numerical scheme mentioned in the previous section. The re-
sults of both these methods are presented in Fig. 3.2 for a typical JET
case together with the usual Dreicer production, and it is found that
the burst mechanism is much more efficient than the Dreicer genera-
tion. The reason is that as long as the critical velocity lies in the outer
region of Eq. (3.5) (where y > 1) the distribution function over the
runaway threshold is much larger than a Maxwellian. The inequality
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yc = δ1/3vc/vT > 1 corresponds to the criterion

ν0t0 <
1

3

(

ED

2E‖

)3/2

, (3.6)

where ν0 = ν̂ee(0) is the initial collision frequency and ED/E‖ should be
calculated at the final temperature. Eq. (3.6) gives a limit on how fast
the plasma has to cool down for the burst to be more important than
Dreicer production.

The numerical scheme can be used to predict the runaway produc-
tion for other types of temperature evolution than the one in Eq. (3.4).
Such simulations show that the size of the runaway burst depends sensi-
tively on the particular type of evolution. An exponential temperature
decay, for instance, gives less runaways than the evolution in Eq. (3.4) if
comparable time scales and the same final temperature are used. Never-
theless, the burst mechanism dominates over Dreicer generation in both
cases.

The density of electrons usually rises during a disruption due to ion-
isation of impurity atoms. The resulting increase of collisionality causes
a decrease in the runaway production. This is especially important in
experiments where so-called killer pellets are injected to cool the plasma.
Numerical simulations in connection with such experiments [16,27] show
that a burst of runaway production occurs as the temperature falls.

The increasing density has three important effects that can decrease
the burst generation of runaways. Firstly, the critical electric field Ec

increases. Secondly, the runaway region moves towards higher velocities
because of the density dependence of ED. The third effect is a reduction
of the high-energy tail caused by the rapid cooling. In Paper B the theory
involving asymptotic matching of the distribution function is extended to
include also a varying density, and the distribution function is calculated
for the special case when λ = 1/(nν̂ee)dn/dt and δ are constant in time.
This corresponds to the density and temperature evolution

n(t) = n0(1 − t/t0)
−λ/(3αδ), (3.7)

T (t) = T0(1 − t/t0)
2/(3α), (3.8)

where α = 1 + λ/(3δ). The asymptotic distribution function becomes

lim
t→t0

F (y, t) =
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=


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









(1 − y3)α−1 exp
[

−δ−2/3
(

y2 − 2y5

5

)]

, y < 1

(√
3δ1/3

)α−1
2−α/2 Γ(α)√

π
exp

[(

3
2(y − 1)2 − 3

5

)

δ−2/3
]

×
×D−α

[√
6(y − 1)δ−1/3

]

, y − 1 ∼ δ1/3

(√
3δ1/3

)2α−1
2−α Γ(α)√

π
exp

[

−3
5δ

−2/3
]

1
(y3−1)α , y > 1

(3.9)
where D−α is a parabolic cylinder function [28]. Eq. (3.9) reduces to
Eq. (3.5) when λ = 0, because D−1(r

√
6) =

√

π/2 exp (3r2/2)erfc(r
√

3).
Analytic integration of Eq. (3.9) agrees well with numerical simulations
of the corresponding kinetic equation, see Fig. 3.3. The result is a smaller
runaway burst than in the constant density case in Fig. 3.2, but it is
now much larger than Dreicer generation, which is almost completely
suppressed by the increased critical velocity.
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Figure 3.3: The analytical (dash-dotted) and numerical (solid) estimates of
the runaway density when the temperature has fallen to a fraction
T/T0 of its original value. Here ED0/E0 = 530 and λ = δ = 0.05.
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Chapter 4

Current dynamics during
tokamak disruptions

In tokamak disruptions, runaway generation affects the evolution of the
current density profile. A model for this process is presented here, and
the results of Paper C are discussed.

4.1 Current and runaway dynamics

In a disruption, the evolution of the current and the runaway production
are closely connected through the toroidal electric field Eφ ≃ E‖. This
electric field is induced during the thermal quench due to the increasing
resistivity, and it may cause primary and secondary runaway electrons
to be produced. The current carried by the runaway electrons replaces
a part of the Ohmic current, thereby limiting the further growth of the
electric field. At the same time, the electric field diffuses out through the
resistive plasma on a time scale much longer than the thermal quench,
and it continues to produce runaways as long as E‖ > Ec. Towards the
end of the disruption virtually all current is carried by runaways, since
the remaining electric field is too weak to drive any significant Ohmic
current.

These processes have been studied previously [29–32] using a zero-
dimensional model, where the on-axis electric field Eaxis and the current
I are related through the induction equation

Eaxis = − L

2πR

dI

dt
, (4.1)
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and the inductance is L ∼ Rµ0. In Ref. [29] a simple criterion was
derived for whether or not a substantial fraction of the initial current
becomes converted to runaway current in the disruption. This theory
is refined in the Appendix of Paper C and the result is that substantial
runaway production occurs if a certain parameter H is positive, where

H ≡
√

2π

3

I0
IA ln Λ

− ED

4E‖
−
√

2ED

E‖
+ ln

mec
2

Te
+

11

8
ln
ED

E‖
, (4.2)

and IA = 4πmec/(µ0e) is the Alfvén current. In this expression, the
quantities ED, E‖ and Te should be evaluated just after the thermal
quench.

4.2 Radial profiles of current and runaway den-

sity: Paper C

One-dimensional models, which take into account the evolution of the
radial profiles of the electric field and the runaway density, were proposed
in Refs. [33, 34]. The model in Ref. [34] is studied in more detail in
Paper C. It consists of two coupled equations describing the evolution
of the electric field and the runaway electron density. The runaway rate
is given by

∂nrun

∂t
=
∂nI

run

∂t
+
∂nII

run

∂t
, (4.3)

where the primary and secondary runaway generation rates ∂nI
run/∂t

and ∂nII
run/∂t are found from Eqs. (2.29) and (2.30). This is coupled to

the parallel component of the local induction equation in a cylindrical
approximation,

1

r

∂

∂r

(

r
∂E‖
∂r

)

= µ0

∂j‖
∂t
, (4.4)

which is a refinement of Eq. (4.1). For simplicity, the burst generation
mechanism is omitted in Eq. (4.3), because it would extend the problem
to include also the velocity dynamics of the electrons. Radial diffusion
of runaways due to magnetic field fluctuations [24] is also neglected.

The current density j‖ consists of both Ohmic current and runaway
current. If one neglects the time required to accelerate a newly gener-
ated runaway electron to relativistic speeds, the runaway current can be
calculated by assuming that all runaways travel at the speed of light.
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4.2. Radial profiles of current and runaway density: Paper C

The total current density becomes j‖ = σ‖E‖ + nrunec, where σ‖ is the

Spitzer conductivity (∝ T
3/2
e ) augmented with a neoclassical correction.

Equations (4.3) and (4.4) can be written in a normalised form as

∂n

∂t′
= F (E, t′, x) + nE, (4.5)

1

αx

∂

∂x
x
∂E

∂x
=

∂

∂t′
(σE + n), (4.6)

where t′ = t/(3
√

2/πτ̂ee ln Λ), x = r/a, and a is the plasma minor ra-
dius. Furthermore, n = nrunec/j‖0 is the runaway current density nor-
malised to the initial on-axis current density, E = E‖/Ec0 is the electric
field normalised to the initial critical field on axis, σ = σ‖Ec0/j‖0, and

α = (2π)3/2j‖0a
2/(3 ln ΛIA). The function F (E, t′, x) describes primary

generation, and the avalanche is produced by the second term on the
right hand side of Eq. (4.5).

To understand the processes included in the model, it is useful to
compare the different time scales of the problem. For realistic disrup-
tions the fastest time scale is the thermal quench time (∼ 0.5 ms). After
the temperature drop a runaway seed is formed by primary generation.
This seed is amplified by the secondary avalanche on a time scale compa-
rable to the time scale of electric field diffusion. Given the seed profile,
the competition between secondary generation and field diffusion deter-
mines the final runaway current. Of crucial importance is the parameter
α, which is proportional to the initial current. If the seed is small or
the initial current low, secondary generation takes a long time to build
up and only a small part of the initial current is converted into runaway
current. If, on the other hand, the seed is large or the initial current is
high, the secondary mechanism can be fast and the current conversion
ratio high.

The dynamics of the coupled system of equations. (4.5) and (4.6) is
investigated both numerically and analytically in Paper C. In the nu-
merical simulations, the temperature is assumed to decay exponentially
according to

Te(r) = Tfinal(r) + [T0(r) − Tfinal(r)]e
−t/t0 . (4.7)

The results from a simulation of a typical JET disruption (discharge
no. 63133) with T0(0) = 3.1 keV and t0 = 0.5 ms agrees roughly with
the experiment if the post-disruption temperature Tfinal is chosen to be
around 10 eV. The post-disruption runaway current is around 2/3 of the
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initial current and the current falls on a time scale of roughly 5 ms as
shown in Fig. 4.1.
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Figure 4.1: A disruption simulation using temperature and density profiles
from JET discharge 63133 and t0 = 0.5 ms. (a) The evolution of
the current. (b) The radial profiles of the current density before
and after the disruption.

Primary runaway generation is often most efficient in the central
plasma, because neoclassical effects and flattening of the temperature
profile during the thermal quench both make the relative change in con-
ductivity become largest on the magnetic axis, generating a high cen-
tral electric field. This leads to the interesting phenomenon, shown in
Fig. 4.1b, that the post-disruption current density profile is more peaked
on the magnetic axis than the initial Ohmic current. The on-axis current
density does in fact increase during the disruption, although the total
current falls. This happens because the efficient runaway generation in
the centre of the plasma produces a runaway current there, which re-
places a large part of the Ohmic current and limits the growth of the
central electric field. Some time after the thermal quench the electric
field will have an off axis maximum and start to diffuse inwards, which
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4.2. Radial profiles of current and runaway density: Paper C

further strengthens the runaway production in the plasma centre and
causes the peaking of the current profile.

To explore the different possible evolution scenarios for a disrupt-
ing plasma, a parameter scan was performed around the reference JET
discharge. Varying the electron density ne, the final temperature Tfinal

and the initial current I0 revealed three qualitatively different regions of
parameter space: one with very low runaway production (ne>∼1020 m−3,
Tfinal >∼ 200 eV, I0 <∼ 0.5 MA), a second, middle region with high on-axis
runaway current peaking and predominantly secondary generation, and
a third where primary generation is effective enough to reproduce the
initial current profile (ne <∼ 1019 m−3, Tfinal <∼ 10 eV, I0 >∼ 5 MA). The
transition between the first and second regions appears approximately
where the parameter H, defined in Eq. (4.2), is zero.

The analytical investigation in Paper C is based on the time scale
arguments mentioned above. Since the thermal quench usually has the
shortest time scale, it can be taken to be infinitely fast. What hap-
pens next can be divided into two stages. In the first stage the runaway
seed density n⋆(x) is determined assuming that electric field diffusion
can be neglected on this short time scale. In the second stage primary
generation is instead negligible, and field diffusion and secondary gen-
eration together determine the final current profile. The second stage is
governed by the equation

1

αx

∂

∂x
x
∂

∂x
(N −N⋆) + j⋆ − eN = 0, (4.8)

where N = lnn is the final runaway profile, N⋆ = lnn⋆ is the seed,
and j⋆ is approximately equal to the initial current profile. Since the
highest derivative operates on N − N⋆, this difference is not allowed
to have sudden jumps in its radial dependence. Any small scale radial
ripple in the seed n⋆(x) therefore becomes amplified in the final current
profile n(x). This has also been seen in numerical simulations, where an
assumed small radial perturbation in the thermal quench time t0 causes
the runaway current to become radially filamented. Furthermore, the
on-axis current peaking phenomenon discussed above is also described
by Eq. (4.8). Figure 4.1b shows that one obtains a good approximation
for the final runaway current profile by solving Eq. (4.8). The peaking
of the final current profile may have implications for the stability of the
post-disruption plasma.
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Chapter 5

Two-way diffusion
equations

This chapter describes a general approximation scheme for solving two-
way diffusion equations, considered in Paper D, and demonstrates how
it can be used for solving two electron beam problems. The first prob-
lem, considered in Papers D and E, is the effect of back-scattering on
one-dimensional electron beam transport. The second example, also
analysed in Paper D, is the problem of determining the steady-state
runaway electron beam distribution function at high energies, where syn-
chrotron radiation and pitch-angle scattering balance the electric field
in the Fokker-Planck equation.

5.1 A general solution scheme

The general two-way diffusion equation in one dimension is [35]

h(µ)
∂f(z, µ)

∂z
=

∂

∂µ
D(µ)

∂f(z, µ)

∂µ
≡ L(f) (5.1)

The equation is to be solved in the domain 0 < z < L, a < µ < b, and
the diffusion coefficient D(µ) is assumed to be positive. The coefficient
h(µ), however, changes sign at least once in the interval a < µ < b, which
gives rise to the two-way diffusion character of the equation. Diffusive
spreading in µ is directed towards increasing z on the parts of the interval
where h is positive, and towards decreasing z where h is negative. If z
is thought of as time, this means that time has reverse direction in the
regions where h < 0.
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Chapter 5. Two-way diffusion equations

Apart from at µ = a and µ = b, boundary conditions also have to
be specified at z = 0 where h > 0, and at z = L where h < 0

f(0, µ) = f+(µ), h(µ) > 0,

f(L, µ) = f−(µ), h(µ) < 0. (5.2)

It is instructive to think of these as “initial” conditions, since “time”
is directed from these boundaries into the domain. If z instead denotes
a space coordinate, the boundary conditions Eq. (5.2) correspond to
specifying the distribution of the particles that enter the medium, while
the equation itself determines the distribution of emitted particles.

Separation of variables transforms Eq. (5.1) into the eigenvalue prob-
lem

L(fn) = −λnh(µ)fn(µ), (5.3)

where the eigenvalues λn are sorted in rising order and the integer indices
n have the same sign as the corresponding λn. The eigenfunctions

f(z, µ) = fn(µ)e−λnz (5.4)

are solutions to Eq (5.1) if the boundary conditions are ignored. Since h
changes sign in the interval a < µ < b, the conventional Sturm-Liouville
theory does not apply and these eigenfunctions do not necessarily form
a complete and orthogonal system. However, if a solution g(µ) exists to
the equation

∂

∂µ
D(µ)

∂g(µ)

∂µ
+ h(µ) = 0, (5.5)

the system of eigenfunctions (5.4) is made complete if it is supplemented
by the additional non-separable solution fD(z, µ) = z − g(µ) (the so-
called diffusion solution) to Eq. (5.1).

The eigenfunctions fn(µ) with positive eigenvalues together with
g(µ) form a complete set on the interval where h(µ) > 0 [35, 36]. Con-
sequently, the boundary data at z = 0 can be expanded as

f+(µ) = αg(µ) +

∞
∑

n≥0

cnfn(µ). (5.6)

However, the eigenfunctions are not orthogonal and the expansion coeffi-
cients are therefore not easily calculated. Similarly, the data on the other
boundary f−(µ) can be expanded in the eigenfunctions with negative
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eigenvalues, which form a complete set on the interval where h(µ) < 0.
The general solution to Eq (5.1) can thus be expanded as follows

f(z, µ) = c0f0(µ) + αfD(z, µ) +

+
∑

n>0

(

cnfn(µ)e−λnz + c−nf−n(µ)e−λ−n(z−L)
)

. (5.7)

These results suggest that approximate solutions to the two-way dif-
fusion problem can be constructed in a systematic way. If L is not too
small, one expects that the solution f(z, µ) can be represented with
reasonable accuracy by the first few eigensolutions in most of the do-
main. The higher-order eigenfunctions have large eigenvalues and are
strongly suppressed inside the region. These terms should contribute to
the solution only in narrow boundary layers close to the boundaries.

The simplest approximation of f(z, µ) was determined in a classic
paper by Bethe et al. [37], and consists in neglecting all the exponentially
damped terms in Eq (5.7),

f(z, µ) ≃ c0f0(µ) + αfD(z, µ) = c0 + α(z − g(µ)). (5.8)

The problem investigated in [37] is that of scattering of mono-energetic
electrons, and it will be discussed in detail in the next section. In this
problem, h(µ) = g(µ) = µ, D(µ) = (1 − µ2)/2, a = −1, b = 1, and the
coefficients c0 and α were determined by the physical constraint that
the approximate solution should describe the correct flux of electrons
entering the scattering medium,

∫

h(µ)>0
f(0, µ)µdµ =

∫

h(µ)>0
f+(µ)µdµ, (5.9)

∫

h(µ)<0
f(L, µ)µdµ =

∫

h(µ)<0
f−(µ)µdµ. (5.10)

In the case of a collimated electron beam with perpendicular incidence,
the boundary conditions become f+(µ) = δ(µ − 1) and f−(µ) = 0 and
one obtains α = −6/(4+3L) and c0 = 2(1+α/3). The total transmitted
flux is then given by [37]

Γ =

∫ 1

−1
f(z, µ)µdµ = −α2

3
=

1

1 + 3L/4
. (5.11)

By generalising the procedure of Bethe et al., one can obtain arbi-
trary accuracy by including higher-order eigenfunctions in the expansion
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of f , Eq. (5.7). A consistent scheme for determining the expansion coeffi-
cients can be given by forming an infinite set of suitably chosen weighted
averages of the boundary conditions,

∫

h(µ)>0
f(0, µ)w+

n dµ =

∫

h(µ)>0
f+(µ)w+

n dµ,

∫

h(µ)<0
f(L, µ)w−

n dµ =

∫

h(µ)<0
f−(µ)w−

n dµ, (5.12)

where the weighting functions are w+
0 = w−

0 = h(µ) and w±
n = f±n(µ).

When the system is truncated at n = N one obtains a system of 2+2N
equations for 2 + 2N unknown coefficients (α, c0, c±n). This method
is quite general, and its potential will be demonstrated by considering
two particular two-way diffusion problems. The first one is the scatter-
ing problem of Bethe et al., and the other one concerns the radiative
damping of a relativistic electron beam.

5.2 Electron scattering: Papers D&E

A mono-energetic beam of particles entering a medium of thickness L
with heavy stationary scatterers will experience small-angle elastic scat-
tering. This could for instance be electrons impinging on a slab of ions,
since the electrons only get deflected by collisions with ions and do not
change the magnitude of the velocity, as discussed in Chapter 2. Fur-
thermore, the collision operator only contains the Lorentz operator, and
the kinetic equation becomes [37]

µ
∂f

∂z
= L(f) =

1

2

∂

∂µ
(1 − µ2)

∂f

∂µ
, (5.13)

where f = f(z, µ) is the azimuthally averaged steady-state distribution
function, z is the distance of propagation (normalised with respect to
the scattering length), and µ is the cosine of the pitch-angle. The appro-
priate boundary conditions for this problem are that a collimated beam
is incident on the slab at z = 0 and that no particles are entering the
slab from the other side at z = L. Mathematically, this implies that
f(0, µ) = f+(µ) = δ(µ − 1) for µ > 0 and f(L, µ) = f−(µ) = 0 for
µ < 0, and since h(µ) = µ the function is then specified at the correct
boundaries according to Eq. (5.2).

The eigenvalue problem (5.3),

1

2

∂

∂µ
(1 − µ2)

∂fn

∂µ
= −λnµfn(µ), (5.14)
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can easily be solved numerically to give the eigenfunctions fn. These
eigenfunctions cannot, however, be expressed in a closed form in ele-
mentary functions, but approximate analytic expressions can be found.
One way to do this is to optimise trial functions to satisfy a variational
formulation of the eigenvalue problem (Paper E). Another way is to ex-
pand the eigenfunctions in Legendre polynomials, as is natural when the
diffusion operator is of the form (5.13) (Paper D).

Knowing the eigenfunctions, the coefficients in the first-order expan-
sion of f(z, µ),

f(z, µ) ≃ c0(L)f0 + α(L)fD(z, µ) +

+c1(L)f1(µ)e−λ1z + c−1(L)f−1(µ)e−λ−1(z−L), (5.15)

are determined by solving the system of equations (5.12). The improve-
ment compared with the zeroth order expression (5.8) can be studied
in terms of the particle flux. Only the diffusion solution fD contributes
to the flux integral Γ =

∫ 1
−1 f(z, µ)µdµ, since integration of Eq (5.3)

over the interval [−1, 1] shows that all the higher order eigenfunctions
have vanishing flux. Thus α(L) determines the flux, which for L≫ λ−1

1

becomes

Γ = −2

3
α(L) ≃ 1.774

1.439 + L
. (5.16)

The flux found from the first order approximation of f and the expression
(5.11) obtained by Bethe et al. are presented in Fig 5.1. Approximate
expressions for higher order eigenfunctions (f2, f3 . . .) can be calculated
in the same manner as above. The flux found by including f2 in the
expansion of f is practically indistinguishable from the result obtained
by a numerical finite difference solution of Eq. (5.13), as can be seen in
Fig 5.1.

5.3 Dynamics of runaway electrons: Paper D

In a tokamak operated at low density, the electric field can be greater
than the critical field, E‖ > Ec. As discussed in Sec. 2.8, there is a
possibility in this case that high energy electron distribution is in a
steady-state. In a straight magnetic field (R → ∞) the steady-state
kinetic equation for the high energy electron beam is from Eq. (2.36)

(

E − 1 − τ̂ee
τr
p2
⊥

)

∂f

∂p‖
=

1 + Z

2p⊥

∂

∂p⊥

(

p⊥
∂f

∂p⊥

)

, (5.17)
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Figure 5.1: Transmission flux as a function of slab length L. The dashed line
fnum is numerically calculated flux, fBethe is the expression found
by Bethe et al. (Eq. (5.11)), f1 and f2 are the fluxes found when
using the first, Eq. (5.15), and second order approximation of f ,
respectively.

where E = E‖/Ec > 1 is the normalised parallel electric field. Equa-
tion (5.17) can be written in normalised coordinates as

(1 − r2)
∂f

∂z
=

1

r

∂

∂r
r
∂f

∂r
, (5.18)

where

p2
⊥ =

E − 1

τ̂ee/τr
r2 and p‖ =

2τr(E − 1)2

(1 + Z)τ̂ee
z. (5.19)

Eq. (5.17) is only valid for p‖ much larger than the critical momen-
tum for runaway generation. The discussion in Sec. 2.8 shows that it
is a complicated task to calculate the electron distribution at low p‖
analytically. For simplicity, Paper D assumes that the runaway electron
beam generated by the electric field can be modelled by a delta func-
tion in p⊥ at the low p‖ boundary of the validity region for Eq. (5.17).
Furthermore, since Eq. (5.18) is translation invariant in z, it is conve-
nient to modify the definition of z in Eq. (5.19) by an offset, so that the
boundary at low p‖ is taken to be at z = 0.

Eq. (5.18) should thus be solved in the domain 0 ≤ z < ∞, 0 ≤ r <
∞, and the boundary conditions are

f(r, z) → 0, r2 + z2 → ∞,

f(r, 0) = f+(r) =
1

2πr
δ(r), r2 < 1. (5.20)
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Note that boundary conditions can only be specified on the part of the
z = 0 boundary where h(r) = 1− r2 > 0 because of the two-way nature
of the equation. The coordinate r here corresponds to µ in Section 5.1.

Physically, the electrons in the runaway beam, represented by the
delta function boundary condition, are accelerated by the electric field.
At the same time they experience scattering, which increases their per-
pendicular momentum. For r > 1 this leads to such large emission of
synchrotron radiation that the electrons are slowed down and brought
back toward the low-energy boundary z = 0, which they cross with an
unknown distribution at r > 1.

The theory from Section 5.1 clearly applies to Eq. (5.18). A funda-
mental difference, however, between this problem and that considered
in the previous sections is that there is no diffusion solution of (5.18)
satisfying the boundary conditions, since there is now no solution of
Eq. (5.5) that vanishes at infinity. The radial eigenfunctions are found
to be

fn = exp

(

−
√
γn

2
r2
) n
∑

k=0

H2k(rγ
1/4
n )H2(n−k)(0)

(

n

k

)

(5.21)

in terms of Hermite polynomials Hk, and the eigenvalues are

γn = 4(2n + 1)2, n = 0, 1, . . . . (5.22)

The distribution function expansion (5.7) becomes

f(r, z) =

∞
∑

n=0

cnfn(r) exp (−γnz) , (5.23)

and we observe that for large z the dominant behaviour of f is found
from the eigenfunction with the lowest eigenvalue since the terms decay
exponentially, ∝ exp(−γnz). The expansion coefficients, cn, are deter-
mined by solving the system of equations (5.12), i.e.

∫

h(r)>0
f(r, 0) w+

n 2πrdr =

∫

h(r)>0
f+(r) w+

n 2πrdr, (5.24)

with weighting functions w+
n = fn. Since there is no diffusion solution

to this problem, h(r) has been excluded from the weighting functions.
By numerically solving (5.24), one finds that c0 converges towards 1.19
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and the lowest order approximation of f , valid for z ≫ 1/γ1 = 1/36,
becomes

f(r, z) ≈ c0f0(r) exp (−γ0z) = 1.19 exp
(

−r2 − 4z
)

. (5.25)

When considering smaller z, higher order approximations are needed to
describe f accurately. The coefficients in the next four approximations
have been calculated numerically and found to be c1 = −0.97, c2 =
0.198, c3 = −0.0232 and c4 = 0.0019. Including these terms gives an
accurate description of f everywhere except at very small z. In this
region, z → 0, the boundary condition (5.20) says nothing about the
distribution function for r > 1, but dictates that it should be strongly
peaked around r = 0 for r < 1. In fact, for r ≪ 1, Eq. (5.18) reduces to
an ordinary diffusion equation, with the solution

f(r, z) =
1

4πz
exp

(

− r
2

4z

)

. (5.26)

Figures 5.2 and 5.3 show the truncated series solution (5.23) at z =
0.015 and z = 0.06, together with the asymptotic expressions (5.25)
and (5.26). For small r the solution closely resembles Eq. (5.26), and
for large r and large z it approaches Eq. (5.25). The two-way diffusion
nature of the equation is also evident in Fig. 5.2; there is a population
of back-scattered electrons in the region r ∼ 1.2.
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Figure 5.2: Distribution function f vs r at z = 0.015: (a) one-way diffusion
solution (5.26); (b) series solution (5.23) truncated after terms
with n = 4; and (c) zeroth order approximation, (5.25).
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Figure 5.3: The same as Fig. 5.2 but for z = 0.06.
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Alfvén eigenmodes
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The kinetic equation and the Maxwell equations together form the
basis of plasma wave theory. A simplified version of this coupled system
is the cold plasma model, which is studied in this chapter with the
purpose of introducing Alfvén waves and Alfvén eigenmodes.

6.1 Kinetic description and fluid closure

The kinetic description of a collisionless plasma is governed by the Vlasov
equation, which describes conservation of particles in phase-space,

∂f

∂t
+ v · ∇f +

q

m
(E + v × B) · ∂f

∂v
= 0, (6.1)

where q and m are the particle charge and mass, respectively. The
electric and magnetic fields, E and B, are connected to the particle
distribution function f = f(x,v, t) through the charge density ρ and the
current density j in the Maxwell equations. The Vlasov equation and
the Maxwell equations together form a closed system, which however is
too complex to be solved in general.

The system is instead reformulated in terms of the velocity moments
of the distribution function. Velocity moments of the Vlasov equation
provide a coupled system of evolution equations for the successive mo-
ments of f (the particle density n, the flux density nv, the pressure
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Chapter 6. Alfvén eigenmodes

tensor ¯̄P , the heat flux density Q, etc.). If all moments could be taken
into account, this system of infinitely many successively coupled differ-
ential equations would describe the macroscopic properties of a plasma
completely.

The problem of how to approximate this system by truncation or
by asymptotic expansion in a small parameter is called the fluid closure
problem. Magnetohydrodynamics (MHD) is one of the most often used
fluid closure schemes for magnetised plasmas. The simplest way to ob-
tain fluid closure by truncation, is to neglect the pressure tensor. This
is called the cold plasma model, and it can be used to describe waves
and perturbations that propagate faster than the thermal speed of the
plasma.

6.2 The cold plasma model

In the cold plasma approximation the particle density ns and the flux
density nsvs for particle species s are the only non-zero velocity moments
of f . The two first moments of the Vlasov equation are the continuity
equation and the equation of motion. The linearised momentum equa-
tion in a magnetised plasma becomes

ms
∂vs

∂t
= qs(E + vs × B0), (6.2)

where equilibrium quantities are denoted with a subscript zero and per-
turbed quantities without a numerical subscript. The current is deter-
mined by summing the contributions from electrons and ions

J =
∑

s=e,i

n0sqsvs. (6.3)

Summing the momentum equations over both species, and neglecting
terms of relative order Zme/mi gives

min0i
∂v

∂t
= J× B0, (6.4)

where v ≃ vi + Zme/mive is the centre of mass velocity. When this
is substituted back into Eq. (6.3) and into Eq. (6.2) for electrons, one
obtains the generalised Ohm’s law [38]

E = −v ×B0 +
1

nee
J× B0 +

me

nee2
∂J

∂t
. (6.5)
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6.2. The cold plasma model

The first term on the right is the electromotive force (cf. the electric
field induced in a conductor moving in a magnetic field), the second
term is the Hall effect, and the last term is due to electron inertia. For
harmonic perturbations E,B ∝ exp(−iωt), Eq. (6.5) can be written
using Eq. (6.4) as

iωǫ0E =
ωceωci

ω2
pe

(

−J⊥ +
iω

ωci
J × b0 +

ω2

ωceωci
J

)

, (6.6)

where b0 = B0/B0. In the MHD description of a plasma all fluctuations
are assumed to have frequencies well below the ion cyclotron frequency
ωci, which means that the last two terms can be neglected. This is the
case for the Alfvén cascades studied in Chapter 8. However, for the
compressional Alfvén eigenmodes in Chapter 7, ω and ωci are of the
same order so the Hall term needs to be kept. Solving for J in equation
Eq. (6.5) gives a relation

J = ¯̄σ ·E, (6.7)

where ¯̄σ is the conductivity tensor. It contains all information about
the plasma response to the electric and magnetic fields, and is generally
a sum of contributions from different particle species. It is sometimes
more appropriate to use the dielectric tensor

¯̄ǫ = ¯̄I +
i¯̄σ

ǫ0ω
, (6.8)

where ¯̄I is the unity tensor. The dielectric tensor in a cold plasma is [39]

¯̄ǫ =





S iD 0
−iD S 0

0 0 P



 , (6.9)

where

S = 1 +
∑

s

ω2
ps

ω2
cs − ω2

D =
∑

s

ω2
ps

ω2
cs − ω2

ωcs
ω

P = 1 −∑s

ω2
ps

ω2 ,

(6.10)

and ωps and ωcs are the plasma frequency and the cyclotron frequency
of particle species s, respectively. The off-diagonal elements stem from
the Hall term in Eq. (6.5).
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Chapter 6. Alfvén eigenmodes

Substituting J into the linearised Maxwell equations yields

∇× B = µ0J − i
ω

c2
E = −i ω

c2
¯̄ǫ · E (6.11)

∇×E = iωB (6.12)

Here, one has to introduce the spatial structure of the wave. The sim-
plest case to consider is a homogeneous medium, where the general so-
lution of a system of linear equations is a superposition of plane waves.
Let E,B ∝ exp(ik · x − ωt), with frequency ω and wave vector k. In a
straight magnetic field, the equations (6.11) and (6.12) become

k× B = − ω

c2
¯̄ǫ ·E (6.13)

k ×E = ωB (6.14)

Eliminating B from Eqs. (6.13) and (6.14), we obtain

k × (k× E) +
ω2

c2
¯̄ǫ ·E ≡ ω2

c2
¯̄Λ ·E = 0. (6.15)

For nontrivial solutions, the determinant of the matrix ¯̄Λ must be zero,
which yields the dispersion relation

D(ω,k) = det[ ¯̄Λ] = det[nn − ¯̄In2 + ¯̄ǫ] = 0, (6.16)

where n = kc/ω is the refractive index.
However, a tokamak plasma is not a homogeneous medium in a

straight magnetic field, so the dispersion relation Eq. (6.16) can only
be used locally. Globally, the geometry of the torus makes waves with
perturbed field quantities proportional to exp i(mθ − nφ− ωt) possible,
where φ is the toroidal angle and θ is the poloidal angle. For fixed
n and m, the dispersion relation generally gives a radially dependent
ω, so there is a continuum of possible wave frequencies in the plasma.
The radial dependence of ω leads to dissipation of energy through phase
mixing between nearby flux surfaces, a phenomenon called continuum
damping. Most waves are easily damped by this mechanism, but some
discrete eigenmodes may be more persistent. The eigenmodes are de-
termined by Eqs. (6.11) and (6.12) together with the density profile and
the shape of the magnetic field. Each eigenmode has a certain frequency,
and a given spatial dependence of the perturbed field amplitude.

There are several reasons why eigenmodes can start to grow in am-
plitude. Many of these cannot be described by the cold plasma model
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6.3. Alfvén waves and eigenmodes

but needs a kinetic treatment. For Alfvén eigenmodes the reason for the
growth is often a subpopulation of energetic ions present in the tokamak
due to neutral beam injection (NBI), ion cyclotron resonance heating
(ICRH), or as alpha particles produced in the D–T fusion reactions. The
resulting non-monotonic velocity dependence, velocity space anisotropy
or spatial inhomogeneity of the energetic ion distribution function con-
stitutes sources of free energy, that can make eigenmodes grow. The
contribution to the dielectric tensor from the energetic ions in this case
makes the mode frequency complex ω = ωr + iγ with γ > γd, and the
eigenmode is then linearly unstable with the growth rate γ − γd > 0,
where γd is a damping rate.

6.3 Alfvén waves and eigenmodes

There exists a rich variety of waves that can be described by the cold
plasma model. Of particular interest for the present thesis are the Alfvén
waves, which are low frequency waves (ω ≪ ωpe), implying that the
parallel electric field is approximately zero, since P ≃ −∞ in Eq. (6.10).

The shear Alfvén wave [40] has the local dispersion relation ω2 =
k2
‖v

2
A, where vA = B0/

√
µ0ρ is the Alfvén velocity and ρ is the mass

density. The perturbed velocity v is perpendicular to both B0 and k,
reflecting the fact that the wave is incompressible. In a tokamak plasma
k‖ = (m−nq)/(qR), where q is the safety factor, and shear Alfvén waves
may exist for instance as toroidicity-induced Alfvén eigenmodes (TAE)
[41], global shear Alfvén eigenmodes (GAE) [42], or Alfvén cascades
(AC) [43]. TAEs can exist because they reside at a discrete eigenmode
frequency ω = vA/(2qR) inside a gap in the shear Alfvén continuum,
thereby avoiding the strong continuum damping. The gap is caused by
a toroidal coupling between the m and m+1 branches of the continuum
near the radius where m + 1/2 = nq(r). GAEs on the other hand
avoid damping because their eigenfrequency is slightly lower than the
minimum of the continuum. Alfvén cascades are associated with a mode
of operation of the tokamak where q(r) has a minimum at some radius
r⋆. This corresponds to a toroidal current density with a maximum at
a non-zero radius r < r⋆. The AC frequency is shifted an increment ∆ω
up from the maximum frequency ω⋆ = vA|m/q⋆−n|/R of the continuum
at r = r⋆. In Chapter 8 nonlinear second harmonic generation of ACs is
investigated.

The compressional Alfvén wave, also known as the fast magnetosonic
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Chapter 6. Alfvén eigenmodes

wave, has the dispersion relation ω2 = k2v2
A and the perturbed veloc-

ity vector v lies in the plane spanned by B0 and k. Eigenmodes of
these waves localised to the outboard side of the torus are the topic of
Chapter 7.
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Compressional Alfvén
eigenmodes
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—Roslagsv̊ar, Hugo Alfvén

The development of the theory for radial and poloidal localisation of
CAE is discussed in this chapter, and the results from Paper F for the
case of spherical tokamaks are presented.

7.1 Ion cyclotron emission and localised CAE

Superthermal ion cyclotron emission (ICE) has been observed in exper-
iments at harmonics of the fast ion cyclotron frequency, evaluated in
the outer midplane edge plasma. These observations were made for ex-
ample in The Tokamak Fusion Test Reactor (TFTR) [44], JET [45,46],
and Japan Atomic Energy Research Institute Tokamak-60 Upgrade (JT-
60U) [47]. As found in Refs. [48,49] the emission originates from CAE,
exited by energetic ions.

The localisation of the CAE to the edge of the plasma was initially
investigated in Refs. [50,51] assuming large aspect ratio and frequencies
much higher than the ion cyclotron frequency. Detailed studies in the
limit of circular cross section and infinite aspect ratio (i.e. a straight
cylinder) [52,53] has shown that the inclusion of the Hall term affects the
mode solutions and introduces a dependence on the sign of the poloidal
phase velocity. The two-dimensional structure of the eigenmodes has

49



Chapter 7. Compressional Alfvén eigenmodes

been analysed [54–57], and it was found that the eigenmodes are localised
both radially and poloidally to the outboard side of the torus.

A simple explanation for the phenomenon of CAE localisation can be
outlined as follows. The simple local dispersion relation ω2 = v2

Ak
2 can,

under conditions where the equilibrium density and magnetic field are
nonuniform, be generalised to ω2 = −v2

A∇2. Assume that a perturbed

quantity X can be written X = X̂(r, θ) exp i(kθrθ + kϕRϕ − ωt). The
generalised dispersion relation indicates that the eigenmode equation
takes the form

(

∇2 − k2
θ − k2

ϕ +
ω2

v2
A

)

X̂(r, θ) = 0, (7.1)

where the toroidal wave vector is kϕ = −n/R and n is an integer. If the
eigenmode is poloidally localised, kθ on the other hand is not given by
m/r with an integer m. Instead the assumption k⊥ ≫ k‖ implies that
kθ ≃ nq/r. It is now seen from Eq. (7.1) that the quantity

k2
θ + k2

ϕ − ω2

v2
A

≃ n2q2

r2
− ω2

v2
A

(7.2)

plays the role of a potential for the eigenmode problem. Because of the
R and r dependence of vA it can be shown that for relevant equilibrium
profiles the potential has a minimum on the low field side near the plasma
edge, which leads to the radial and poloidal localisation of the CAE.

7.2 Localisation of CAE in spherical tokamaks:

Paper F

Spherical tokamaks, such as the Mega-Ampere Spherical Tokamak
(MAST) and the National Spherical Tokamak Experiment (NSTX) have
a small aspect ratio and a large ellipticity of the plasma cross section.
In NSTX, emission was observed below the ion cyclotron frequency, see
Fig. 7.1 [58]. It was deduced from measurements of the wave polarisa-
tion and from the strong correlation between the measured frequency
and the Alfvén velocity that the emission originated from compressional
Alfvén waves [58,59]. Paper F shows that CAEs can be localised in the
NSTX plasma configuration and may indeed have frequencies below fci.
Experimental observations of CAEs below fci have later also been made
in MAST [60] and DIII-D [61].
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Figure 7.1: The plasma current, NBI heating power, and magnetic spectrum
in NSTX discharge 103435. (Reproduced from Ref. [58])

In Paper F, compressional Alfvén waves with small parallel wave
vector (k‖ ≪ k⊥) and with the wave frequency in the range ω ∼ ωci

are considered in a cold, inhomogeneous and magnetised plasma with
one ion species. To capture the ellipticity of the flux surfaces and the
plasma density profile in the wave field ansatz, it is appropriate to use
elliptic-toroidal coordinates, defined by







x = (R0 + ρ cos ϑ) sinϕ
y = (R0 + ρ cos ϑ) cosϕ
z = κρ sinϑ,

(7.3)

where the flux label ρ is a modified radial coordinate, ϑ is the modified
poloidal angle, ϕ is the ordinary toroidal angle, R0 is the major radius
of the torus, and κ is the ellipticity of the cross section. In NSTX,
R0 = 85 cm, the minor radius is a = 65 cm and κ = 1.6. The perturbed
wave quantities X are expressed using a ballooning representation

X(ρ, ϑ) =

∞
∑

j=−∞
X̂(ρ, ϑ + 2πj)ei(nq(ρ)(ϑ+2πj)−nϕ−ωt), (7.4)
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Chapter 7. Compressional Alfvén eigenmodes

where q(ρ) is the safety factor and it is assumed that j = 0 is the
dominant component. In the following, the notation of Paper F, where
Gaussian units are used, is going to be employed.

An eigenmode equation can be obtained from the Maxwell equations
(6.11) and (6.12) using the dielectric tensor expressed in the elliptic-
toroidal coordinate system (7.3). The dielectric tensor is presented in
Eq. (7.25) in Appendix 7.A, where it assumed that (Rq/ρκ)2 ≫ 1. The
parallel electric field is prescribed to be zero Eϕ+Eϑ/q = 0, which makes
it possible to eliminate the electric field components in the Maxwell
equations and reduce the system to one eigenmode equation for the
toroidal magnetic field amplitude B̂(ρ, ϑ). Under the assumptions that
n and q′/q2 are low and the characteristic radial and poloidal length
scales of the amplitude variation are sufficiently large, the eigenmode
equation can be written as

ic

ω

{

∂

∂ρ

[

1

cn

(

a3
∂B̂

∂ρ
+ a1

∂B̂

∂ϑ

)]

+
∂

∂ϑ

[

1

cn

(

a4
∂B̂

∂ρ
+ a2

∂B̂

∂ϑ

)]

+

+
inϑq′

cn

[

2a3
∂B̂

∂ρ
+ (a1 + a4)

∂B̂

∂ϑ

]

+
inq

cn

[

(a1 + a4)
∂B̂

∂ρ
+ 2a2

∂B̂

∂ϑ

]}

+

+V (ρ, ϑ)B̂ = 0, (7.5)

where cn = a1a4 − a2a3 is the determinant of the matrix

(

a1 a2

a3 a4

)

≃ ǫxx
ω

c

(

−Rω/ωci − i
√
ggρϑ −i√g − gϑϑ

−i√ggρρ Rω/ωci − i
√
g − gϑρ

)

. (7.6)

Here R = R0 + ρ cos ϑ is the distance to the major axis of the torus,
g = det gij is the determinant of the metric tensor given by Eq. (7.17),
and ǫxx = ω2

pi/(ω
2
ci − ω2). The real part of the potential V (ρ, ϑ) is

H(ρ, ϑ) = Re {V } =

√
g

R2
− n2

[

q2gϑϑ + 2qq′ϑgρϑ + (q′)2ϑ2gρρ
] v2

A

√
g

ω2R2
+

+
n

ω

(

q
∂

∂ρ
− ϑq′

∂

∂ϑ

)(

v2
A

Rωci

)

. (7.7)

In Eq. (7.5), toroidal effects have been included in vA and ωci through
the poloidal dependence of the equilibrium magnetic field, which is as-
sumed to fall off as 1/R. The term in H involving derivatives with
respect to ρ and ϑ originates from the Hall term, which has been in-
cluded in the infinite aspect ratio limit in Refs. [52, 53, 55]. This term,
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7.2. Localisation of CAE in spherical tokamaks: Paper F

which is large at the edge where the gradient of the plasma density is
large, breaks the poloidal symmetry even when the inverse aspect ratio
is small.

Using Hermite functions hs(x) = Hs(x)e
−x2/2, an ansatz can be

made for the field amplitude of the form

B̂(ρ, ϑ) = B0hs(
ρ− ρ0

∆
)hp(

ϑ− ϑ0

η
) , (7.8)

where the simplest case s = p = 0 corresponds to a Gaussian variation
of the amplitude. A variational formulation of Eq. (7.5) is then used
to determine the localisation radius ρ0, the radial localisation width
∆, the localisation angle ϑ0, the poloidal localisation width η, and the
eigenmode frequency ω. Figure 7.2 shows ρ0 and ω from numerical
solutions of the variational equations. It is found that the solutions for
higher toroidal mode numbers are generally better localised. Because
of the Hall term, the solutions are not symmetrical with respect to the
sign of the toroidal mode number; no numerical solutions were found for
n > 0. Neglecting the Hall term, the eigenfrequency is found analytically
to be

ω|n|,s,p ≃
vA
ρ0

√

n2q2

κ2
+ kp +

|n|q
κ
αsp , (7.9)

where kp and αsp are

kp = (1 − κ−2)(10p2 − 2p+ 3)/4

αsp = (2s+ 1)(ρ0/R)
√

1 + (3 +R0/ρ0)2 +

+(2p+ 1)
√

1 −R0/(κ2R). (7.10)

The experimentally observed emission peaks of the NSTX discharge
103701 appear in two bands, spanning 0.7−1.2 MHz and 1.5−2.2 MHz.
At the edge the ion cyclotron frequency is fci = 2.3 MHz. The detected
peaks are separated by a spacing of about 120 kHz ≃ 0.05fci and each
peak has a number of surrounding subpeaks separated by about 20 kHz.

The approximate eigenfrequencies in Eq. (7.9) and the numerical re-
sults presented in Fig. 7.2 are in the same range as the observed bands.
However, the frequency splittings between successive mode numbers (n
and n+1, s and s+1 etc.) do not agree with the experimentally measured
120 kHz or 20 kHz. In a recent study of the CAE eigenmode problem us-
ing a numerical MHD code (without the Hall term) detailed calculations
of the eigenmode structure were made and the corresponding frequency
splittings were found to agree better with experiments [62].
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Figure 7.2: Solutions of the variational equations for the three cases {s =
0, p = 0} (a Gaussian magnetic field ansatz), {s = 1, p = 0},
and {s = 0, p = 1}. The arrows for |n| start at the solution where
n = −4 and point towards higher |n|, except for {s = 1, p = 0},
where it starts at n = −5. For {s = 1, p = 0, n = −4} no
solution was found.

For comparison with the NSTX experimental data, apart from wave
localisation, a complete analysis should also include the resonant inter-
action between fast ions and CAE, where the resonance condition needs
to be satisfied and a positive growth rate has to be found. These as-
pects were not investigated in Paper F. Later research in this field [63]
has shown that the observed spectrum in NSTX is caused by both CAE
and GAE.
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Appendix 7.A: The dielectric tensor in elliptic-
toroidal coordinates

This appendix is included here, because it clarifies the results presented
in the Appendix of Paper F. In a spherical tokamak, it is suitable to use
the elliptic-toroidal coordinates defined in Eq. (7.3). The covariant and
contravariant base vectors are [64]

eρ = (cos ϑ sinϕ, cos ϑ cosϕ, κ sin ϑ) (7.11)

eϑ = ρ(− sinϑ sinϕ,− sin ϑ cosϕ, κ cos ϑ) (7.12)

eϕ = R(cosϕ,− sinϕ, 0) (7.13)

eρ = (cos ϑ sinϕ, cos ϑ cosϕ, κ−1 sinϑ) (7.14)

eϑ =
1

ρ
(− sinϑ sinϕ,− sin ϑ cosϕ, κ−1 cos ϑ) (7.15)

eϕ =
1

R
(cosϕ,− sinϕ, 0), (7.16)

where R = R0 + ρ cosϑ. Note that this coordinate system is not orthog-
onal. The covariant metric tensor is [65]

[gij ] =





cos2 ϑ+ κ2 sin2 ϑ ρ sinϑ cos ϑ(κ2 − 1) 0
ρ sinϑ cos ϑ(κ2 − 1) ρ2(κ2 cos2 ϑ+ sin2 ϑ) 0

0 0 R2



 . (7.17)

The Jacobian J is the square root of the determinant g of the covariant
metric tensor, J =

√
g = κρR.

To express the conductivity tensor in this coordinate system one can
start by constructing a local Cartesian system with the coordinate z
along the magnetic field, i.e. ẑ‖B0. The basis vectors of such a system
are

x̂ = eρ/|eρ| =

√
g

R
√
gϑϑ

eρ (7.18)

ŷ = ẑ × x̂ =

√
gϑϑ

R
√

q2R2 + gϑϑ

(qR2 gρϑ

gϑϑ
eρ + qR2eϑ −R2eϕ) (7.19)

ẑ =
eϕ + eϑ/q

|eϕ + eϑ/q|
=

1
√

q2R2 + gϑϑ

(gρϑe
ρ + gϑϑe

ϑ + qR2eϕ) (7.20)

Next, the conductivity tensor is transformed from this system to the
curvilinear coordinates. The known conductivity tensor in a Cartesian
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system is obtained from Eqs. (6.8) and (6.10) and it has the elements

σxx = σyy = −iǫ0ω(S − 1) (7.21)

σxy = −σyx = ǫ0ωD (7.22)

σzz = −iǫ0ω(P − 1). (7.23)

After transformation to the elliptic-toroidal coordinate system, the
contravariant conductivity tensor is found to be

σij =





σxxg
ρρ σxxg

ρϑ + σxycqd −σxyg
ρρc/d

σxxg
ρϑ − σxycqd σxxg

ϑϑ + c2f −σxyg
ρϑc/d+ qc2f

σxyg
ρρc/d σxyg

ρϑc/d+ qc2f σxxg
ϕϕ + q2c2f



 ,

(7.24)
where 1/c2 = q2R2 + gϑϑ, d = R/(ρκ), and f = σzz − σxx. If zero
parallel electric field Eϕ + Eϑ/q = 0 is prescribed, the value of σzz is of
no importance to the calculation of the current, and it can arbitrarily be
set to σxx to simplify the expression above. Note that in the Appendix
of Paper F, it is stated that σzz is really equal to σxx, which is incorrect.
Finally, the assumption (Rq/ρκ)2 ≫ 1 allows the conductivity tensor to
be approximated by

σij =





σxxg
ρρ σxxg

ρϑ + σxy/(ρκ) 0
σxxg

ρϑ − σxy/(ρκ) σxxg
ϑϑ 0

0 0 σxxg
ϕϕ



 . (7.25)
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Alfvén cascades
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—Vallflickans dans, Hugo Alfvén

An introduction to Alfvén cascades is given in this chapter, and the
eigenmode equation is presented. The theory developed in Paper G for
nonlinear generation of a second harmonic of the AC perturbation, is
discussed in the last section.

8.1 Alfvén cascade eigenmodes

In steady-state operation of a future fusion reactor the toroidal current
will have to be generated non-inductively, and the maximum current
density is not expected to appear on the magnetic axis. This implies
that the magnetic shear s = r/q dq/dr (where q is the safety factor) is
negative in the plasma centre. Such modes of operation (called reversed

shear or optimised shear operation) have been investigated in many
tokamaks, both because they are reactor relevant and because regions
of quite a flat q-profile are beneficial for producing internal transport
barriers.

Alfvén cascades were first found in reversed shear operation of JT-
60U [66], but the observations were initially interpreted as TAEs. ACs
have later been observed in JET [67], TFTR [68], DIII-D [69], Alca-
tor C-Mod [70], and MAST [71]. A theoretical explanation was given
in Refs. [43, 72], where it was found that the eigenmodes are localised
around the radius r⋆ where q(r) has its minimum value q(r⋆) = q⋆. The
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name Alfvén cascades originates from the characteristic rapid upward
sweeping of the mode frequency due to the decrease of q⋆ during the
current ramp-up phase. Some authors instead prefer to use the term
reversed shear Alfvén eigenmodes (RSAEs) [73,74]. ACs are of interest
in magnetic fusion research for several reasons. One reason is the pos-
sibility to use them as a diagnostic tool to aid in the determination of
the q profile [72]. Another issue relevant for most eigenmodes excited
by energetic particles is whether the modes affect the confinement of
the fast particles [75, 76]. Of particular concern is the confinement of
energetic alpha particles in future fusion reactors.

ACs are excited by energetic particles (NBI or ICRH generated fast
ions in JET and JT60-U, fusion generated alpha particles in TFTR),
and they also belong to a class of eigenmodes called energetic particle
modes (EPMs) [77], in the sense that they are dependent on the non-
perturbative energetic particle response for the very existence of the
eigenmode structure. For ACs, the fast particles shift the eigenmode
frequency an increment ∆ω > 0 away from the local maximum of the
shear Alfvén continuum ω⋆ = |m/q⋆−n| vA/R at the minimum q surface,
and continuum damping is thereby avoided. During current ramp-up,
q⋆ falls and the AC frequency rises until it reaches the frequency of the
TAE gap, where the eigenmode is converted into a TAE. The theory for
this conversion is given in Ref. [78], where it is found that the toroidal
coupling to neighbouring poloidal harmonics also affects the value of the
frequency shift ∆ω and thus the condition for mode existence.

8.2 The eigenmode equation

The derivation of the AC eigenmode equation is a first order perturba-
tion analysis starting with the linearisation of all variables J = J0 + J1,
B = B0 + B1, E = E1, v = v1, where the subscript zero designates
equilibrium quantities. The perturbations are small (B1 ≪ B0 etc.)
and have a single harmonic temporal evolution ∝ e−iωt. The perturbed
electric and magnetic fields are expressed in the perturbed scalar and
vector potentials V and A as

E = −∇V − 1

c
Ȧ, B1 = ∇× A, (8.1)
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where the overhead dot denotes partial time derivative. For MHD waves,
the assumption E‖ = 0 implies that iωA‖ = cb0 b0 · ∇V , so

E = −∇⊥V +
iω

c
A⊥, (8.2)

where ∇⊥V = ∇V − b0 b0 · ∇V . To conform to the notation used
in Paper G, introduce V = Φ̇1 and A⊥ = c∇Ψ1 × b0. The velocity
perturbation is given by

v1 =
E× B0

B2
0

=
b0

B0
×∇Φ̇1 +

1

B0
∇⊥Ψ̇1. (8.3)

The Ψ1 term, which has a component along the wave vector, is associated
with the compressional perturbation, whereas the incompressible shear
Alfvén wave is described by the scalar Φ1.

The eigenmode equation is derived from the momentum balance
equation,

ρ
dv

dt
=

1

c
J× B−∇ · ¯̄P, (8.4)

which includes a contribution from the fast particles through the an-
isotropic part of the pressure tensor ¯̄P [79]. It is assumed that β =
p/(B2

0/2µ0) is low, so background plasma contributions to the pressure
tensor will be neglected. The incompressible perturbation Φ1 is obtained
by vector multiplying the linearised version of Eq. (8.4) by b0/B0 and
taking the divergence, which gives the vorticity equation. If one further
assumes a large aspect ratio cylindrical solution Φ1 = Φ̃1(r)e

i(nϕ−mθ−ωt)

with m ≫ 1 and neglects toroidal coupling to m ± 1 modes, the eigen-
mode equation becomes [43]

1

r

d

dr

(

rD
dΦ̃1

dr

)

− m2

r2
DΦ̃1 =

4πe

cB̄0

m

r
Φ̃1

d

dr

(

ωn̄hot − k‖
j̄‖hot

e

)

, (8.5)

where D = ω2/v̄2
A − k̄2

‖ and overhead bar denotes flux surface averaging.

We now introduce a normalised coordinate x = (r − r⋆)m/r⋆ and
Taylor expand k̄‖ around the zero shear point r = r⋆, so that Eq. (8.5)
can be written

d

dx
(S + x2)

dΦ̃1

dx
− (S + x2)Φ̃1 +QΦ̃1 = 0, (8.6)

where

S =
ω2 − ω2

⋆

ω2
⋆

mq⋆
r2⋆q

′′
⋆

(m− nq⋆), (8.7)
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and primes designate derivatives with respect to r. The coefficient Q in
Eq. (8.6) originates from the right hand side of Eq. (8.5) and describes
the influence of hot ions,

Q = − 4πeR̄q2⋆
cB̄0r⋆q′′⋆

∂

∂r

(

v̄2
A|m− nq⋆|
m− nq⋆

n̄hot −
j̄‖hot

e

)

(8.8)

If toroidicity effects are also included in the derivation, one more term
should be added to Eq. (8.8), see Ref. [78]. Furthermore, it has recently
been shown [80,81] that when the presence of a pressure gradient is taken
into account, even more terms should be included in the definition of
Q. All these contributions are important for determining the existence
of ACs, because Eq. (8.6) does only have eigenmode solutions when
Q > 1/4 [43].

8.3 Second harmonic generation: Paper G

Second harmonic density fluctuations of ACs have been found in Al-
cator C-Mod. The measurements, presented in Fig. 8.1, were made
using phase contrast imaging through the plasma core [70]. Simultane-
ous measurements with magnetic pick-up coils did not show any second
harmonic magnetic perturbation. Figure 8.1 shows how the measured
second harmonic (2ω) density signal closely follows the rapidly sweeping
motion of the basic AC frequency ω = ω⋆ + ∆ω.

Paper G investigates the possibility that this density perturbation is
produced by nonlinear terms in the momentum balance and continuity
equations. The nonlinearity of shear Alfvén waves is relatively weak,
but on the other hand the second harmonic perturbation is amplified by
being nearly resonant with the (2n, 2m) branch of the Alfvén continuum.
Therefore, one has to do a careful analysis of the magnetic curvature
effects and coupling to compressional waves. For simplicity, we continue
to use the low β assumption. However, this assumption is not valid at
the lowest frequencies of the AC sweeping interval, where coupling to
the acoustic wave becomes important [80], so the analysis is restricted
to the upper part of the frequency span.

Paper G presents a second order perturbation analysis, where the
linearised quantities are written as B = B0 + B1 + B2 + c.c., with
B1 ∝ eiωt, B2 ∝ ei2ωt, and B0 ≫ B1 ≫ B2. The velocity at the
basic frequency can still be represented as in Eq. (8.3), but for this
calculation Ψ1 can be of importance. The coupling between Ψ1 and
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Figure 8.1: Measurements of density perturbations from Alcator C-Mod.
(Reproduced from Ref. [70])

Φ1 is determined by the compressional equation, which is given by the
divergence of the perpendicular component of the linearised first order
version of the momentum balance equation (8.4). This gives the estimate
Ψ1 ∼ Φ1ǫ

2/m2q2.
The representation of the second harmonic velocity has to include

also the possibility of a component ξ2 along the magnetic field,

v2 = ξ2b0 +
b0

B0
×∇Φ̇2 +

1

B0
∇⊥Ψ̇2. (8.9)

To calculate v2, the momentum balance equation (8.4) is expanded to
second order in the perturbed velocity. The quadratic terms in v1 in this
second order equation will drive the second harmonic velocity through
terms that are linear in v2. The three components of v2 can be deter-
mined by three different “projections” of the second order momentum
balance equation. The vorticity and compressional equations determine
Φ2 and Ψ2, respectively, and ξ2 is obtained from the parallel component
of the second order momentum balance equation. Figure 8.2 shows two
examples of the radial structure of Φ2 as calculated from the vorticity
equation derived in Paper G.

Once v1 and v2 have been derived, the second harmonic density
perturbation ρ2 (the experimentally measured quantity) can be deter-
mined from the first and second harmonic components of the continuity

61



Chapter 8. Alfvén cascades

−1 0 1

−1

−0.5

0

0.5

1

x

a.
u.

a) T2

Φ
2

−1 0 1

−1

−0.5

0

0.5

1

x

a.
u.

b) T2

Φ
2

Figure 8.2: The radial envelope of the second harmonic shear perturbation
Φ2 is generated by the first harmonic shear perturbation [here

normalised to T (x) = mΦ̃1/(r⋆
√

B̄0) ] through the second har-
monic vorticity equation. These calculations have been made for
the lowest-order radial eigenmode solution to Eq. (8.6) for the
cases (a) Q = 0.65, S = 0.011 and (b) Q = 1, S = 0.1.

equation,

ρ̇1 = −∇ · (ρ0v1), (8.10)

ρ̇2 = −∇ · (ρ1v1) −∇ · (ρ0v2). (8.11)

It turns out that the first term in Eq. (8.11) is dominated by contribu-
tions proportional to Φ2

1 and the second term is dominated by Φ2, so
the compressional perturbation and the perturbation along the magnetic
field are in fact negligible. The parameter Q defined in Eq. (8.8) deter-
mines the ordering of the two terms in Eq. (8.11). Figure 8.2 indicates
that Φ2 decreases with increasing Q. Hence, at high Q the nonlinearity
of the momentum balance equation gives the most prominent contri-
bution to ρ2. On the other hand, when Q is low, as in Fig. 8.2a, the
dominant effect is instead the nonlinearity of the continuity equation
(the first term in Eq. (8.11) ).

When the maximum amplitudes of the two harmonics ρ1 and ρ2 are
compared, it is seen that in the case of low Q,

ρ2

ρ1
∼ mq

ǫ

|B1|
B0

. (8.12)

Measuring the density fluctuations ρ1 using interferometry techniques is
a way to obtain information about the AC amplitude inside the plasma,
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instead of just at the edge as with magnetic probes. Equation (8.12) in-
dicates that measuring ρ2 could potentially also be helpful in diagnosing
the AC inside the plasma.
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Chapter 9

Conclusions and outlook

The present thesis contributes to the understanding of the phenomena
of runaway electrons, two-way diffusion equations, compressional Alfvén
eigenmodes, and Alfvén cascades. The conclusions are summarised be-
low.

9.1 Runaway electrons

The kinetics of a rapidly cooling plasma and the so-called burst mech-
anism for runaway electron generation have been investigated. For a
certain temperature evolution it was found that the velocity distribu-
tion function asymptotically approaches a self-similar solution with an
extended tail. When the collision time is not very much shorter than the
time scale of the thermal quench, an estimate of the number of runaway
electrons shows that the runaway generation starts earlier and can be
larger than predicted by ordinary Dreicer generation.

A model has been developed for the evolution of the radial current
density profile in tokamak disruptions accompanied by runaway pro-
duction. When primary runaway generation is small, but not negligible,
resistive diffusion of electric field causes the post-disruption current den-
sity profile to become more peaked on the magnetic axis than the initial
one. This may affect the stability of the post-disruption plasma. The
final current profile is also very sensitive to small scale variations in the
pre-disruption parameters, and it can easily become filamented. The
present version of the model does not include the burst effect, because
this would add the velocity space dynamics to the problem, which at
present only models the evolution of the distribution function in radius
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and time. In ITER, the burst mechanism is predicted to be important,
so reliable predictions will presumably have to be based on simulations
of the complete Fokker-Planck equation.

The dynamics of runaway electrons in tokamak discharges is de-
scribed by kinetic equations of the two-way diffusion type. A general
approximation scheme for solving such two-way diffusion equations has
been developed and applied to two relevant cases, electron beam scat-
tering in a slab and the formation of runaway electron tail distributions.
In the latter case, the two-way solution scheme was used to determine
the steady-state runaway electron beam distribution function at high en-
ergies, where synchrotron radiation and pitch-angle scattering balance
the electric field. This is a relevant case for tokamaks operated at low
density, where the Ohmic electric field used to drive the plasma current
can be larger than the critical field, E‖ > Ec.

The success of future fusion experiments depends on finding a way
to prevent runaway electrons or minimising the damage they can cause.
To be able to do this, it is essential to understand the generation mech-
anisms, and the present thesis is a step in that direction. Several meth-
ods to shut down the plasma in a controlled and safe manner have been
suggested in the literature [13]. Drastically increasing the plasma den-
sity by injection of gas puffs, killer pellets, or liquid jets would increase
the critical electric field and prevent runaway acceleration. The theory
of Paper C provides a good tool for determining the runaway produc-
tion when using such methods. In Ref. [82] the cooling and the plasma
density increase due to killer pellet injection is obtained from a pellet
ablation code and the runaway production is then calculated using the
model in Paper C.

9.2 Alfvén eigenmodes

The emission of radiation at harmonics of the ion cyclotron frequency
in large aspect ratio tokamaks has previously been shown to originate
from localised compressional Alfvén eigenmodes. The mode localisation
theory is extended in this thesis to the case of elliptic cross section and
aspect ratio of order unity, which is typical for a spherical tokamak.

Approximate solutions to the eigenmode equation are obtained from
a variational formulation of the problem. The eigenmodes are found to
be localised to the outer midplane edge of the torus, and solutions with
higher toroidal mode number are generally more localised. The Hall
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term breaks the symmetry with respect to the sign of the toroidal mode
number n, and excludes solutions for positive n. The found eigenmodes
indeed have frequencies in the same range as the observed emission in
NSTX, although the measured frequency splittings between successive
eigenmodes is not accurately reproduced. Better agreement with the
experiment in this respect has recently been obtained from detailed nu-
merical calculations of the eigenmode structure, as reported in Ref. [62].
In a fusion reactor, the emission from CAE could become a useful tool to
obtain information about the energetic alpha particle distribution. Re-
cent observations in DIII-D have indicated that CAEs might be excited
in ITER [61].

Alfvén cascades are shear Alfvén eigenmodes localised around the
minimum q radius in tokamaks with reversed central shear. Second har-
monic density perturbations for ACs were seen in Alcator C-Mod using
the phase contrast imaging diagnostic. This motivated the development
of the theory presented in this thesis for second harmonic generation
through non-linear terms in the MHD equations. The perturbation at
the double frequency produced by the weak quadratic non-linearity of
the shear wave is enhanced by the fact that it is nearly resonant with
the (2n, 2m) branch of the Alfvén continuum. The present thesis shows
how to determine the amplitude and the radial structure of the second
harmonic perturbation. The ratio between the amplitudes of the second
harmonic density perturbation and the basic frequency perturbation has
been estimated. The result could potentially be used obtain information
about the AC amplitude of the basic harmonic magnetic perturbation
inside the plasma. However, this is complicated because of the uncer-
tainties introduced in the phase contrast imaging measurements [83].

Other aspects of AC measurements have shown to be very suitable
for diagnostic purposes. Determining the minimum of the q profile from
AC observations is a useful aid in the calculation of the q profile [67].
Recently, attention has been drawn to the low frequency onset of the
frequency sweep of Alfvén cascades. For these frequencies the coupling
to acoustic perturbations is important, and it has been proposed that
measuring the minimum frequency can be a way to determine the plasma
temperature at the minimum q location [80].
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Errata

• There is a v missing in Eq. 3.1. It should read

∂f

∂t
=

1

2v2
∂

∂v
v3

(

νees f + νee‖ v
∂f

∂v

)

+
1

v2
∂

∂v

(

νezv3f
)

• Below Eq. (2.30), the expression should be

ϕ = (1 + 1.46ǫ1/2 + 1.72ǫ)−1

• In the text before Eq. (8.3) on page 59 it should say: “V = Φ̇1/c and
A⊥ = ∇Ψ1 × b0”, and Eq. (8.3) should read

v1 = c
E×B0

B2
0

=
b0

B0

×∇Φ̇1 +
1

B0

∇⊥Ψ̇1.

• The third line from the bottom of page 60 should start with:
B1 ∝ e−iωt, B2 ∝ e−2iωt. . .

• On the sixth line below Eq. (8.11) on page 62 it should read: “Hence,
at low Q the nonlinearity of the momentum balance equation gives
the most prominent contribution to ρ2. On the other hand, when Q
is high, as in Fig. 8.2b . . . ”

• In Fig. 3 of Paper E the top figure is (b) and the bottom one is (a).


